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Abstract

Content-based indexing methods are of great interest
for image and video retrievial in audio-visual archives,
such as in the DiVAN project that we are currently de-
velopping. Detecting and recognizing human faces auto-
matically in video data provide users with powerful tools
for performing queries. In this article, a new scheme for
face recognition using a wavelet packet decomposition
is presented. Each face is described by a subset of band
filtered images containing wavelet coefficients. These
coefficients characterize the face texture and a set of
simple statistical measures allows us to form compact
and meaningful feature vectors. Then, an efficient and
reliable probalistic metric derived from the Bhattachar-
rya distance is used in order to classify the face feature
vectors into person classes.

1 Introduction

Face recognition is becoming a very promising tool for
automatic multimedia content analysis and for a content-
based indexing video retrievial system. Such a system
is currently developped within the Esprit project DiVAN
([5]) which aims at building and evaluating a distributed
audio-visual archives network providing a community
of users with facilities to store video raw material, and
access it in a coherent way, on top of high-speed wide
area communication networks. The video raw data is
first automatically segmented into shots and from the
content-related image segments, salient features such as
region shape, intensity, color, texture and motion descrip-
tors are extracted and used for indexing and retrieving
information.

In order to allow queries at a higher semantic level,
some particular pictorial objects have to be detected and
exploited for indexing. We focus on human faces de-
tection and recognition, given that such data are of great
interest for users queries.

In recent years, considerable progress has been made
on the problem of face detection and face recognition,

especially under stable conditions such as small varia-
tions in lighting, facial expression and pose. A good
survey may be found in [16]. These methods can be
roughly divided into two different groups: geometrical
features matching and template matching. In the first
case, some geometrical measures about distinctive fa-
cial features such as eyes, mouth, nose and chin are
extracted ([2]). In the second case, the face image, rep-
resented as a two-dimensional array of intensity values,
is compared to a single or several templates representing
a whole face. The earliest methods for template match-
ing are correlation-based, thus computationally very ex-
pensive and require great amount of storage and since
a few years, the Principal Components Analysis (PCA)
method also known as Karhunen-Loeve method, is suc-
cessfully used in order to perform dimensionality reduc-
tion ([9, 15, 12, 14, 1]). We may cite other methods
using neural network classification ([13, 3]) or using a
deformable model of templates ([10, 17]).

In this paper, we propose a new method for face recog-
nition based on a wavelet packet decomposition of the
face images. Each face image is described by a subset
of band filtered images containing wavelet coefficients.
From these wavelet coefficients which characterize the
face texture, we form compact and meaningful feature
vectors, using simple statistical measures. Then, we
show how an efficient and reliable probalistic metric de-
rived from the Bhattacharrya distance can be used in or-
der to classify the face feature vectors into person classes.
Experimental results are presented using images from the
FERET and the FACES databases. The efficiency of our
approach is analyzed by comparing the results with those
obtained using the well-known Eigenfaces method.

2 The proposed approach

In the last decade, wavelets have become very pop-
ular, and new interest is rising on this topic. The main
reason is that a complete framework has been recently
built ([11, 4]) in particular for what concerns the con-
struction of wavelet bases and efficient algorithms for its
computation.
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We based our approach on the wavelet decomposition
of faces images for the reasons that we explain hereafter.

The main characteristic of wavelets (if compared to
other transformations) is the possibility to provide a mul-
tiresolution analysis of the image in the form of coeffi-
cient matrices. Strong arguments for the use of mul-
tiresolution decomposition can be found in psychovisual
research, which offers evidence that the human visual
system processes the images in a multiscale way. More-
over, wavelets provide a spatial and a frequential decom-
position of a the image at the same time.

Wavelets are also very flexible: several bases exist,
and one can choose the basis which is more suitable for
a given application. We think that this is still an open
problem, and up to now only experimental considerations
rule the choice of a wavelet form. However, the choice
of an appropriate basis can be very helpful.

Computational complexity of wavelets is linear with
the number ( ) of computed coefficients ( ) while
other transformations, also in their fast implementation,
lead to 2 complexity. Thus, wavelets are
adapted also for dedicated hardware design (Discrete
wavelet Transform). If the recognition task has real time
computation needs, the possibility of embedding part
of the process in Hardware is very interesting, like in
compression tasks ([6]).

2.1 Wavelet packet decomposition
The (continuous) wavelet transform of a 1-D signal

( ) is defined as:

( ) ( ) ( ) ( ) (1)

with ( )
1

The mother wavelet has to satisfy the admissibil-
ity criterion to ensure that it is a localized zero-mean
function. Equation (1) can be discretized by restraining

and to a discrete lattice ( 2 ). Typically,
some more constraints are imposed on to ensure that
the transform is non-redundant, complete and consitutes
a multiresolution respresentation of the original signal.
This leads to an efficient real-space implementation of
the transform using quadrature mirror filters. The exten-
sion to the 2-D case is usually performed by applying
a separable filter bank to the image. Typically, a low
filter and a bandpass filter ( and respectively) are
used. The convolution with the low pass filter results
in a so-called approximation image and the convolution
with the bandpass filter in a specific direction results in
so-called details image.

In classical wavelet decomposition, the image is split
into an approximation and details images. The approxi-
mation is then split itself into a second-level approxima-

tion and details. For a -level decomposition, the signal
is decomposed in the following way:

1 2 1 1 2
(2)

1 1 2 1 1 2
(3)

2 1 2 1 1 2
(4)

3 1 2 1 1 2
(5)

where denotes the convolution operator, 2 1 ( 1 2)
sub-sampling along the rows (columns) and 0

( ) is the original image. is obtained by low
pass filtering and is the approximation image at scale .
The details images are obtained by bandpass filter-
ing in a specific direction and thus contain directional
detail information at scale . The original image is
thus represented by a set of subimages at several scales;

.
The wavelet packet decomposition, that we use in our

approach, is a generalization of the classical wavelet
decomposition that offers a richer signal analysis (dis-
continuity in higher derivatives, self-similarity,...). In
that case, the details as well as the approximations can
be split. This results in a wavelet decomposition tree.
Usually, an entropy-based criterion is used to select the
deepest level of the tree, while keeping the meaningful
information.
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Figure 1. H (solid line) and G (dashed line) filters

In our experimentations, we have selected 2 levels of
decomposition according to the size of the face images
(as shown in figure 2) and we use the 16 resulting coeffi-
cient matrices which are displayed in figure 3. Figure 1
shows the and filters that have been applied. These
filters have been selected based on trials during our ex-
perimentations. For each coefficient matrix, a set of
statistical features is computed as described in the next
section.
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Figure 2. A wavelet packet tree

Figure 3. Level 2 of the wavelet packet tree

2.2 Feature vectors extraction
Before proceeding with wavelet packet analysis and

feature extraction, we aim at segmenting the face image
in order to separate the face from the background. Since
the background is simple and homogeneous in the im-
ages that we process, (i.e., dark in the FACES database
images and light in the FERET database images), we
apply an iterative Lloyd quantization method ([8]) us-
ing 4 levels of quantization. Then, a rectangular area
(bounding box) containing the face is obtained. After
this step of preprocessing, the wavelet packet decompo-
sition is performed on the whole image but the wavelet
coefficients will be considered only in the face bounding
box. An example of the quantization process results is
presented in figure 4 . As mentionned above, a two lev-

Figure 4. Lloyd quantization and extraction of
the face bounding box

els wavelet packet decomposition is performed. There
is no need to perform a deeper decomposition because,
after the second level, the size of images is becoming too

small and no more valuable information is obtained. At
the second level of decomposition, we obtain one image
of approximation (low-resolution image) and 15 images
of details. Therefore, the face image is described by
16 wavelet coefficient matrices, which represent quite
a huge amount of information (equal to the size of the
input image).

It is well-known that, as the complexity of a classi-
fier grows rapidly with the number of dimensions of the
pattern space, it is important to take decisions only on
the most essential, so-called discriminatory information,
which is conveyed by the extracted features. Thus, we
are faced with the need of dimensinality reduction.

Each of the 16 coefficient matrices contains informa-
tions about the texture of the face. An efficient way of
reducing dimensionality and characterizing textural in-
formation is to compute a set of moments. Thus, we
extract 4 measures from the low-resolution image which
are the mean value and the variance 2 of the face
outline by considering the border area (whose width is
a percentage of the bounding box width, typically 30%)
of the face bounding box, the mean value and the
variance 2 of the area inside the face bounding box
(with less including hair or background). The outside
area of the bounding box will give information about the
face shape and the inside area will provide information
about the face texture and the skin-tone. From the other
15 detail images, we extract the means and variances

(i=2,..,16). In fact, the mean values are null, due
to the design of the bank filters that we apply. Thus, the
feature vectors contain a maximum of 19 components
and are described as follows:

16

0

2 (6)

where 2 0
0 , 2

0
2 and 1 , 2

1
2 .

In fact, after the extraction of all the vectors of the
training set, we keep the most meaningful components
by checking the mean value of each ot them for all the
feature vectors. Only the components with a mean value
above a predefined threshold are considered for feature
vector formation. Typically, feature vectors of size 9 are
built for a threshold value of 0.9.

2.3 Feature vectors classification

When solving a pattern recognition problem, the ulti-
mate objective is to design a recognition system which
will classify unknown patterns with the lowest possi-
ble probability of misrecognition. In the feature space
defined by a set of features [ 1 ] which
may belong to one of the possible pattern classes
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1 , an error probability can be defined but
can not be easily evaluated ([7]). Thus, a number of al-
ternative feature evaluation criteria have been suggested
in the litterature [7]. One of these criteria is based on
probalistic distance measures.

It is easy to show that, in the two-class case, the error
probability can be written:

1
2

1 1 ( 1)

2 ( 2) (7)

According to equation (7), the error will be maximum
when the integrand is zero, that is, when density functions
are completely overlapping, and it will be zero when they
don’t overlap. The integral in (7) can be considered as the
probalistic distance between the two density functions.

In our approach, the Bhattacharyya distance is cho-
sen as a probalistic distance:

( ) ln 1 2
1
2 (8)

In the multi-classes case and to solve our problem, we
make the assumption that the class-conditional probabil-
ity distributions are Gaussian, that is, when the density
functions are defined as:

(2 )
1
2

exp 1
2 ( ) 1( ) (9)

where and are the mean vector and covariance
matrix of the class distribution respectively. The
multivariate integrals in the measure can be evaluated
which leads to:

1
4

( 2 1) [ 1 2] 1 ( 2 1)

1
2

ln
1
2 ( 1 2)

1 2
(10)

We consider that each component pair 2 is in-
dependent from the other component pairs of the feature
vector . Thus, the distance between to feature vectors

and is computed on a component-pair basis, that is,
the distance is considered as a sum of distances relative to
each of these component pairs. Using the Bhattacharrya
distance, the distance between the component pairs
of the two feature vectors and is:

( )
1
4

( )2

2 2

1
2

ln
1
2

2 2

2 2
(11)

with 2 0 where 1 is the size
of the feature vectors.

As a consequence, the resulting distance between
two feature vectors and can be chosen as:

( )
0

( ) (12)

3 Experimental Results

In order to test the efficiency of the algorithm pre-
sented above, we performed a series of experiments using
two different sets of test images. The first set is extracted
from the FERET database. This is a collection of 234
images of 117 individuals (2 images per person). The
second set is extracted from the FACES database of the
MIT Media Lab used in the Photobook project ([12]),
and contains 150 images of 50 individuals (3 images
per person). In both of these databases, the images that
belong to the same person (same class) usually present
variations in expression, illumination. In addition, they
are not well-framed (variations in position) in the FERET
database.

Sample images from the two sets are displayed in
figures 5 and 6.

Figure 5. Sample images from FACES database

Figure 6. Sample images from FERET database

3.1 Experiment 1
In this experiment, we first extract the feature vectors

of all the images in the data set and then form the mean
vectors of each class (namely ), that is, we use
an intra-class information. Then, we verify that each
image is classified into the correct class, looking for
the minimum distance, for each class .
Every experiment was performed using fractions of the
available images in the whole dataset. By this way,
we are able to study how the size of the image dataset
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affects the recognition performances. The results of the
experiments are displayed in table 2 and table 1.

Number of Number of Recognition
Images Misclassified rate

60 0 100.0%
90 0 100.0%

120 0 100.0%
150 6 96.0%

Table 1. Results for the FACES database, exper-
iment 1

Number of Number of Recognition
Images Misclassified rate

150 2 98.6%
160 2 98.7%
170 2 98.8%
180 2 98.9%
190 3 98.4%
200 6 97.0%
210 6 97.1%
220 6 97.2%
234 9 96.1%

Table 2. Results for the FERET database, exper-
iment 1

From these results, it can be seen that the recogni-
tion rates vary from 100 0% to 96 0%, with scores of
96 0% and 96 1% for the whole set of images in FACES
and FERET respectively. These results are good if we
consider the quite significant number of faces to be clas-
sified. In the FACES database, perfect classification is
obtained if we use up to 120 images. Above all, these
results are very similar for both databases which may
mean that the proposed method is stable and tolerant to
changes in appearance as well as changes in position.

3.2 Experiment 2

This experiment was performed using the images of
the FACES database. Since 3 images of each individual
are available, we use the first two as training data (in
order to compute the mean vector) and the third image as
a test image. The results are displayed in table 3. It can
be seen that the recognition rate for the whole dataset
decreases from 96 0% to 92 0%, which means that only
two available images of each class seem not to be enough
to estimate a good mean class vector, according to the
face variations. Therefore, using the mean class vector
seems to improve the classification results.

Number of Number of Recognition
Images Misclassified rate

60 1 98.3%
90 2 97.7%

120 3 97.5%
150 12 92.0%

Table 3. Results for the FACES database, exper-
iment 2

3.3 Experiment 3

In order to check the discriminatory properties of our
scheme, we perform the features vector classification as
in experiment 2, but without using any class informa-
tion, that is, without computing the class mean vectors.
Results are presented in tables 4 and 5. The recognition
rates for the both whole sets of images are 92 0% and
91 4% respectively, which are still high, given that no
intra-class information is used.

Number of Number of Recognition
Images Misclassified rate

60 2 96.6%
90 3 96.6%

120 4 96.6%
150 12 92.0%

Table 4. Results for the FACES database, exper-
iment 3

Number of Number of Recognition
Images Misclassified rate

150 13 91.3%
160 13 91.8%
170 13 92.3%
180 14 92.2%
190 17 91.0%
200 19 90.5%
210 19 90.9%
220 19 91.3%
234 20 91.4%

Table 5. Results for the FERET database, exper-
iment 3

3.4 Comparison with the Eigenfaces method

In the Eigenfaces approach, each image is treated as
a high dimensional feature vector by concatening the
rows of the image together, using each pixel as a single
feature. Thus, each image is considered as a sample
point in a high-dimensional space. The dimension of the
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feature vector is usually very large,on the order of several
thousands for even small image sizes (in our case, the
image size is 128 128 1024). The Eigenfaces method
which uses PCA is based on linearly projecting the image
space to a lower dimensional space, and maximizing the
total scatter across all classes, i.e, accross all images
of all classes ([15, 12]). The orthonormal basis vector
of this resulting low dimensional space are reffered as
eigenfaces and are stored. Each face to recognize is then
projected onto each of these eigenfaces, giving each of
the component of the resulting feature vector. Then, an
euclidian distance is used in order to classify the features
vector. In figures 7 and 8, the first 6 computed eigenfaces
of the FACES and FERET databases respectively are
displayed.

Figure 7. the first 6 eigenfaces of the FACES
database

Figure 8. the first 6 eigenfaces of the FERET
database

We applied the Eigenfaces method on both databases.
We obtain very good results on the Faces database images
which is actually not surprising. Indeed, in that case, the
images have been normalized (well-framed) especially
for the PCA method. We obtain a result of 99 33% good
classification (1 error for 150 images) using 40 eigen-
faces compared to 96 0% using our approach. But, one
drawback of this method is that these eigenfaces (the
number of eigenfaces has to be approximately one third
of the total number of images) have to be stored, which
supposes an amount of extraspace in the database. A sec-
ond disadvantage is that images have to be normalized.
In the FERET database case, the images are not normal-
ized as in the FACES case, and the remaining error is
87 (i.e 62 82% good) even if more than 50 eigenfaces
are used. Without any normalization needs and above
all without any eigenface computation and storage, the
results obtained by our approach are much better that
those obtained by applying PCA in the FERET database
case.

Another key point of our scheme, compared to the
Eigenfaces method, is the compact size of the feature
vectors that represent the faces and above all, the very
high matching speed that we provide. Indeed, the time
required to perform the wavelet packet analysis of a test
image and to extract the feature vectors is of approxima-

tively 0.05 s. on a SUN-Ultra 1 workstation, while the
time for comparing a test image to the whole database
(150 images) is 0.021 s. The PCA method requires quite
a long time of training in order to compute the eigenfaces
and the recognition process is as well expensive because
it is correlation-based: the test image has to be correlated
with each of the eigenfaces.

4 Conclusion

Our experiments show that a small transform of the
face, including translation, small rotation and illumina-
tion changes, leave the face recognition performance rel-
atively unaffected. For both databases, good recognition
rates of approximately 96 0% are obtained. Thus, the
wavelet transform proved to provide an excellent image
decomposition and texture description. In addition to
this, very fast implementations of wavelet decomposi-
tion are available in hardware form. We show that even
very simple statistical features such as mean and vari-
ances provide an excellent basis for face classification,
if an appropriate distance is used. The use of the Bhat-
tacharyya distance proved to be very efficient for this
purpose. As an extension of this work, we believe that
it would be interesting to extract the statistical features
from the wavelet decomposition of more specific facial
features such as eyes, mouth and nose. That will not
increase much the size of the feature vector but we will
have previously to detect the features location in order
to extract the values. However, detecting features is by
itself a difficult and time consuming process so this strat-
egy will increase the time that actually will be needed
for recognition. Therefore, we will focus on a fast and
efficient algorithm for features detection.
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