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ABSTRACT

We present an unsupervised, automatic human motion analy-
sis and action recognition scheme tested on athletics videos.
First, four major human points are recognized and tracked us-
ing human silhouettes that are computed by a robust camera
estimation and object localization method. Statistical analy-
sis of the tracking points motion obtains a temporal segmen-
tation on running and jump stage. The method is tested on 3 "
athletics videos of pole vault, high jump, triple jump and long
jump recognizing them using robust and independent from @
the camera motion and the athlete performance features. The

experimental results indicate the good performance of th&ig. 1: (a) Low quality silhouette: low accuracy human boundary,

proposed scheme, even in sequences with complicated coffie silhouette could be partitioned to several segments and several
tent and motion. objects could be appeare(th) Estimated human points: head center

(green point), mass center (magenta point), left end of leg (blue
point) and right end of leg (brown point). The human body major
1. INTRODUCTION axis is shown as a red dashed lige). The four major human points.
Human motion analysis using computer vision techniquegd) The two characteristics angles: the human major axis arg)e (
has many applications in many areas, such as analysis 8fd the angle between leghs).
athletic events, surveillance, entertainment, user interfaces,
content-based image storage and retrieval. These systems at-
tempt to detect, track and identify people and recognize the{%

action given a number of predefined actions. Thus, there h ce grammar (PCFG) based on an automatic keyframe se-

been a significant number of recent papers on human trac *Ction process.

ing and activity recognition. We can classify these systems__ MOSt of them consider simple classes like running, walk-
ng and standing using as input video sequences from static

into different categories, according to the input data, the as. mera and controlled environments. Thus. thev obtain hiah

sumptions adopted, the method used and the output. Wan lscuracy measurements about human silr’loue)t/tes and h% h

Hu and Tan [10] emphasize on three major issues of huma y : g
erformance results. A challenging problem appears when

motion analysis systems, namely human detection, trackin e camera is moving and the estimated human silhouettes
and activity understanding. According to them, there are 2D 9

with or without explicit shape models, and 3D approaches. ﬁ\r|es Sjoliww%u%gzso(r)negl:?(gnrnezla){igvrrﬁ?r?agsggtggib nl(zgt.:kilrzl
First, we consider 2-D approaches. Wang et al. [11] pro- ! 9

pose a method to recognize and track a walker using 2D h&PgtﬁTélt(i)cnr;eeceot?nmtslor\]/\;jengﬁr r%zleaph(;?{ﬁ:g?nz?:rtcr);é?(g%se
man model and both static and dynamic cues of body biomef gs. PP

rics. Moreover, many systems use Shape-From-Silhouet thlete and we the test algorithm in sports like pole vault,

methods to detect and track the human in 2D [6] or 3D spac igh jump, triple jump and long jump. Fu_rthermore, our
method works when other humans appear in the scene. The

[2]. The silhouettes are easy to extract providing valuable in- ™. L ; i
formation about the position and shape of the person. WheRain contribution of the method is that it works automat-

the camera is static, background subtraction techniques cé?filly without any initialization or prior knowledge about

give high accuracy measures of human silhouettes. OthefaTera motion and human parameters, providing also sta-
wise, camera motion estimation methods [3] can locate th stical resu!ts about athlete motion. Moreover, the proposed,
indebendently moving objects robust and independent from the camera motion and the ath-

Several approaches have been proposed recently in ﬂl]%te performance features, obtain a high performance action

literature for detecting video actions and activities using ppecognition method.
or 3D motion captured data. Bodbick and Davis [1] use tem- 1 Svstem O .
poral templates strategy. They interpret human motion in ar]r ystem Dverview

image sequence by using motion-energy (MEI) and motiohe proposed architecture consists of two main modules.
history images (MHI). Mori et al. [4] use 3D motion data First, four major human points are recognized and tracked
and associate each action with a distinct feature detector aning the precomputed human silhouettes. Silhouettes are
HMM, followed by hierarchical recognition. In [5], the ac- computed using a general purpose algorithm for detecting
tion recognition is performed using a probabilistic context-and localizing the moving objects of videos. In general, the



basic steps of the algorithm are camera motion estimatior?.2 Major Human Points Estimation

change detection and label propagation based on Bayesiglnis sten. four major human points, namely: the head cen-
statistics. The human major axis, the gait period and a tem,.. " the mass center, the left end of leg and the right end
poral segmentation on running and jump stage are estimateql joq (see Fig. 1(c)) are detected and tracked using as in-

by statistical analysis of the tracking points motion. On the, v b ;man silhouettes extracted by the Moving Objects Lo-
second module, the action recognition task is performed us:

na the above feat The inbut vid d be f ; alization method. The method is divided into two proce-
INg the above Teatures. The input video could be ITom SPOrtyes: the detection procedure and the tracking procedure.
like pole vault, high jump, triple jump and long jump.

We select to track the above points as they are visible in the

The rest of the paper is organized as follows. Section g hole sequence providing sufficient information for the ac-
presents the human motion analysis module. Section 3 d Vity recognition. Our purpose is to develop a robust algo-

scribes the action recognition module. Finally, Sections ‘?ithm on low quality human silhouettes (see Fig. 1). This

and 5 provide experimental results and the discussion, rgnethod is an extension of [7], where three major human
spectively. points (the head center, the mass center and the end of leg)
are detected and tracked. The consistency and the balanc-
2. HUMAN MOTION ANALYSIS ing of the leg tracking of [7] method is improved by tracking

h of th f legs.
In this section, we describe the methods that detect and traa?t of the end of legs

the major human points. Moreover, we define useful actio 5 1 petection

recognition features which are related to the human motion. ) i ) )
In this step, the four major human points are automatically

detected. This procedure is executed just once, in the first
silhouette frame of the sequence. The previous position of
The overall method relies on athletes’ silhouettes, extractethe four major human points is unknown, so the input of the
for each frame of the sport event video. Silhouettes arenethod (human silhouette) should be of high quality, without
computed using the objects localization framework describethany misclassified pixels. The algorithm named “Human
in [8]. Moving objects detection is mainly based on changePoints’ Detection” is executed as it is described below.
detection between successive video frames. The change de- First, the mass center poink{ Y;) is computed. This
tection problem is modelled by the mixture of two zero-mearpoint is defined as the mass center of the foreground pixels
Laplacian distributions, which correspond to pixel classe$. Next, the human body major axis (see Fig. 1(b)) is com-
“static” and “mobile”. An Expectation Maximization (EM) puted. It is defined as the main axis of the best fit ellipse.
method is employed to fit the mixture model to the com-This axis passes from the mass center point, that already has
puted histogram of pixel inter-frame differences. The esbeen estimated, so we have to compute just the axis orienta-
timated by EM model parameters, are then used to labeion. The orientatior® is defined by the three second order
“static”/“mobile” pixels of high confidence to the class they momentsm 1,mp o, Mo > (Equation 1, 2).

belong. The remaining pixels are labeled by the Multi-label

2.1 Moving Obijects Localization

Fast Marching algorithm [9], using a propagation velocity Mpq = z (Xx—X)P(y—Yc)d (1)
which is based on Bayesian statistics of the mixture model ' (xy)eF

and the local labeling information of neighboring pixels. omy 1

Post processing procedures usually follow, in order to im- ©® = arctaj———————) (2)
prove the localization of the detected objects. Thus, the final Mp,0 —Mo2

result of the localization framework is a map of the “mobile” ¢ js assumed that the human stands vertically in the first
objects of the scene. , _ _ frame, so the head is found above the mass center and the
Since the localization framework is applicable to videosgpng of the leg is found under the mass center. The head
where the camera remains static, the camera motion of spgibint (H) is defined as the farthest major axis point from the
event videos is robustly computed and appropriately submass center), that is found above the mass center. Then,
tracted, as it is described in [3]. The 2D motion field is givenine end of leg points search space is reduced to the silhou-

by equations: ette boundary pointS that are found under the mass cen-
5 ter. This property can be expressed by the following con-
U= a1+ BX+yx*+ oxy straintCH -CL < 0.1- |[CH|? L € S. The first end of leg point
(L1) can be computed by getting the farthest foreground pixel
V= as+ By+ yxy-+ dy? from theC, that is found below th€. The next end of leg

point should have the following properties: high distances
wheref is the zoom factory, d are the quadratic parameters from the mass center, the head point and the first end of leg
which are introduced in the 2D motion field by camera parpoint. Moreover, the triangl®CL; should be close to an
and tilt respectively andr;, a», are the corresponding 2D isosceles triangle. The last two constraints are equal to the
translational parameters. This 2D model refers to a rotatintrianglePCL; area maximization. Therefore, the next end of
camera with a possibly changing focal length, as exactly i¢eg point is computed by maximizing an appropriate function
the case in videos of many sport events. The motion estimdy, whereE(PCL;) denotes the area of the triangRCL;:
tion method is based on block matching, confidence measufg(P) = |PH| - |PC| - E(PCL;). The functionk (P) is maxi-
computation and M-estimation and is fast and robust, leadnized when the above constraints are satisfied providing at
ing to very good moving objects localization results, everthe same time the, point.Finally, it is trivial to distinguish
in cases where the camera motion is very large and textutbe leg points_;,L, to the left and right end of leg points
information is poor. using the human major axis.



2.2.2 Tracking

In this step, the four major human points are tracked. This :
procedure is executed in every frame of the sequence, apart >
from the first one, taking as input the position of the four .
major human points in the previous frame and the current )
silhouette image. Finally, the position of the four major hu- S ‘
man points in the current frame is estimated by the algorithm SE e m e w w % w e @ % w w
that is described below.

First, we reclassify the binary silhouette image pixels inFig. 2: Results of Temporal Signal Segmentation method for a high
order to reduce the number of wrong classified pixels. Thigump (left) and long jump (right) sequence. The origiAa(t) sig-
is done using the following method. We compute the min-nal and its approximation are plotted with blue and red line, respec-
imum distance of each foreground object from the previougvely. The timet; is shown with red circle.
position of the four human points multiplied by the percent-
age of the foreground pixels that belong to a line segment

started on the mass center of the foreground object and ended, .

on the specific major human point. If this distance is higher s -

than a threshold then the foreground pixels will be classified ! o

to background class (gray pixels of Figure 1(b)). Next, we | e ' S m @ s g o w i
reclassify all the background pixels that belong to human sil- @) (b)

houette holes to foreground class.

The four major human points can be detected by Huﬁig. 3: The originalAz4(t) signal in a(a) triple jump and(b) long

man Points’ Detection” algorithm which has been describe : : ;

in the detection step. This method produces two pairs of so- mp sequence. The timeg are shown with red circles.
lutions for the head point and the leg points, as it is unknown

if the head point is found above or under the mass center. We
choose the pair which is closer to the estimated pair of the

previous frame Let h be a time variable. We approximatg(t),t < h,

by a zero order polynomial and(t),t > h by a d-order
polynomial in a least-squares sense, under the constraint
that whend > 1 the approximated signal should be con-
In this section we describe the human motion parameters ifinuous. LetE;(h), Eo(h,d) denote the errors of these ap-
which is based the temporal signal segmentation and the agroximations. Lehy denote the time of the minimum error
tivity recognition. Using the estimated four human major(e; = min,(Ey(h) 4 Ex(h,d))). It holds thatey < eg_; as the
points trajectories, we can compute features that are indéxigher order polynomial will better approximate the curve.
pendent from the camera motion. First we introduce the huHowever, we have to select aisthe appropriate timéy so
man body axis which is given by the angle between the huthat the numerical approximation of the second derivative of
man major axis and the horizontal axfy). If this angle is ey (e4,1+€4_1—2-€4) is maximized. Results of this method
abouto®, the human is standing or running, while this ang|Eare illustrated in Fig_ 2, the order of the jump stage polyno-
changes a lot during the jump of the high jump. mial varies.

Moreover, a very important angle about the human mo-
tion is the angle between the legf). This angle is related _ _ o
to the human pose and the camera position. However, froid> Gait Period Estimation
its trajectory, the gait period can be measured providing a
estimation of the human speed. This angle is used to discri
inate a triple jump sequence from a long jump sequence. L
A1 (1), Aga(t) denote the angled;, Az4 respectively at frame
t (see Fig. 1(d)). We avoid the possilfle discontinuities

2.3 Human Motion Parameters

Hhe gait period is a characteristic feature of the running
sfage. We can estimate it, by computing the mean period
g angle signalAz4(t) on a time window and a metric that
measures the estimation robustness.

of signalsA (t), Asa(t) by adding an appropria@kr, k € Z* First, the timesty, k€ {1,--- ,N}) of the local maximum

factgr onA(%g i)f |p?é() )—X(t — 1)|g> T pprop and minimum ofAgy4(t) are estimated in a short time win-
dow (see_Eig. 3). Ifrk is a valid extremum (not noise), then

2.4 Temporal Signal Segmentation the quantitiesl p = [Asa(Tk) — Asa(Ti—1)|, A = |Asa(Ti) —

S ) ) ) Aga(Tks1)| should be about 1 rad. Thus, we introduce the
A discrimination to running stage and jump stage provides gqiapility factor of the extremunt W(t) = dp? - drg -
temporal action recognition in each sequence. In triple jump,, "> o ,
long jump the running stage include the first two and haliez_ . If W(1y) is close to one, then the measurement
jumps and the half jump, respectively. This segmentation gk iS probably valid. So, we have to use it on gait period esti-
based on the angle signAi(t). We have supposed that the Mation. LetTy = 2. (1 —T_1) be a measurement of the gait
human major axis on the fist frame is vertical (the athlete i§eriod using they, Tx_1. The gait period @) is determined
standing or running). Let be the time that the jump stage by the weighted mean 4k, G = m Yo W(T) - T
starts. It holds thafy(t) remains almost constant for the The rohustness of the estimation can be measured by the
time period[0,t;]. During the jump stage, this angle changes C B W
a lot, but over the time it can be approximated by a d-ordef&an Ee) of the distributiorPr(x =W(t)) = s n-tyry
polynomial,d < 5. We have used the following algorithm to Eg € [0, 1]. If the mean is higher tha®.5, then the measure-
compute the timé,. mentG is probably valid.



Pole Detection

[ Poleault ] [ AnIeA1 }

[ Hithump] [ Angle A;, }

{Triple Jump J [ Long Jump }

(@) (b) (© (d) (e)

Fig. 5: Results of the Pole Detection procedure. The light gray
pixels denote those that ignored (last added) by the RG method and
the gray pixels denote the estimated pole regi(@), (b), (c) The

3. ACTION RECOGNITION pole was successfully recogniz€d) € = 68.26, (b) € = 44.39, (c)

In this section, we present the action recognition methodf = 3403(d) £ =812 (c) £ =3.22
First, the pole vault is recognized, since the pole can be eas-

ily detected using the silhouettes. Next, the high jump is rec-

ognized, based on the variance of thet) signal. Finally, 32 High Jump Recognition

the most difficult discrimination between the triple jump and N . . Lo
long jump is done using the angle sigial. The proposed In the next step, the high jump is repogmzed. The hlgh jump
schema is shown in Fig. 4. can be easily detected from triple jump and long jump be-

cause of the major human axis rotation during the jump-
ing. Therefore, since the variance of the sighglt) will be
higher in high jump than the triple jump and long jump cases,
The pole vault is recognized first, since the pole can be easilywe used as threshold the vald8. This feature is indepen-
detected using the athlete silhouette. We propose a silhouetient from the camera motion and the athlete performance. A
analysis algorithm which is executed in each frame of thenore robust computation of the variance can be done ignor-
first half of the video sequence detecting the pole by its higling the5% lower and thes% higher values of\; (t).

eccentricity. If the pole is detected in at least two frames of

a sequence, then the sequence is classified as pole vault. Th8 Triple Jump and Long Jump Recognition

method is described below.

First, the highest area objedd ) is detected. Then, the
end of pole pointR) is estimated. This point is defined as
the farthesO; point from the mass center 6f; object under
the constraint that it is found above the mass center as the a
lete is running. The pole pixels will be detected by a regiona
growing method (RG) starting frorR, point. This method
terminates when the area of region exceed2%# of the
O area or when the number of pixelB)(of the boundary
between the region and; exceeds a threshol®gay). The
threshold is a percentage (e.g. 20%) of the square root %g
theO; area approximating th®; mean width. However, the
region will have been expanded in the athlete area. Ther

fore, we have to ignore the last pixels that RG adds, until th?)ositive in triple jump and negative or close to zero in long

region eccentricity will be maximum (see Fig. 5). jump. This feature is independent from the camera motion
Finally, the estimated pole regio®f) is characterized 5 the athlete performance.

as pole if its shape is like the pole’s shape. We measure this
similarity using the region eccentricity. A simple and low 4. EXPERIMENTAL RESULTS
cost method for eccentricity estimation that works always '
successfully in our data is described hereafter. We compuié/e have tested the proposed algorithm on a data set con-
the distanced between the farthest poinP{) of O, from  taining 39 video sequences: 12 pole vault, 9 high jumps,
P. andP; itself. Then, theP, eccentricity €) can be esti- 8 triple jumps and 10 long jumps. The correct classifica-
mated by the rati@ = 5. In the RG method can be ton rates werel00% 88.9%, 87.5% and80% for the pole
approximated by the Iazst point that the method adds, so tq\@grlgocle%ht#]ue%%l e}r\gﬁltj:rr?dph?gg jlljonqg élljzggi’ﬁ;er:%eoﬁ!;/ S%’_
fhﬁes?féﬁ't{;; mzp(;l)t?itrl%ntﬁgsrtelgﬁi(olg.IeII]geﬂl]siglgP ﬁgﬁfgégfa duce any false alarms. Results of Human Points Tracking
the O; length then th@®, object will be a pole. method are shown in Fig. 6. In many cases, the low quality

The 2D imade proiection of a bole is a rectanale. Thussnhogettes increase the errors of major human points com-

g€ proj P 9 Futatlon (aboutl0— 15% of human height) mainly on leg
r

Fig. 4: The proposed classification schema.

3.1 Pole Vault Recognition

Finally, the triple jump and long jump are recognized. This is
a difficult discrimination because of high similarity between
them. In triple jump, the athlete gait period is lower during
he jumps than the running stage (see Fig. 3(a)). On the other
and, in long jump, the athlete gait period during the jump is
bout the same as the running stage, or can not be measured
when the legs are joined (see Fig. 3(b)). Therefore, we can
discriminate them if we use a feature that measures how the
gait period is changing during the sequence.

We apply the temporal signal segmentation method tak-
the running stagf®, t;]. Lettp be the time so that the dif-
ference¥ (to)) between the gait period measure¢laty] and

%he gait period measured @3, t1] will be maximum.V (tp) is

an alternative robust method could be the computation of thg s~ Therefore, th87.5% and80%are high rates as the
01 Dourg ecanol; Wi Gefine a1 Srialest il mp and lon m iscimination s ol basedon g
sured by the rati@ wherea, b denote the length and width points motion. However, the d|_scr|m|n_at|on betwe_en triple

' 0 n ) jump and long jump could possibly be improved usingxthe
of the rectangle, respectively. In addition, the f%‘% mass center point trajectory. We avoid to use it, because it is
should be higher than a threshold. dependent on camera motion.



Fig. 6: Results of Major Human Points Tracking method on high jump and long jump sequence.

5. CONCLUSION using grammars. ICCV Workshop on Dynamical Vi-

. . . . sion, 2005.

In this paper, an unsupervised, automatic human motion i . » .
analysis and action recognition scheme is proposed tested off] C.Panagiotakis and G. Tziritas. Recognition and track-
pole vault, high jump, long jump and triple jump videos. The  ing of the members of a moving human body.Rroc.
silhouette analysis algorithm is color independent and it de- ~ ©f AMDO 2004 pages 86-98, 2004.
tects the major human points without tracking them. Conse-[7] E. Ramasso, D. Pellerin, C. Panagiotakis, M. Rombaut,
quently, if in some frames the silhouette estimation algorithm G. Tziritas, and W. Lim. Spatiotemporal information
fails, the system will not loose its stability. fusion for human action recognition in videos. Hu-

The pole vault recognition method, which is based on ropean Signal Processing Conferen2805.

pole detection from silhouette shape, is executed first yield-[g] E. Sifakis, I. Grinias, and G. Tziritas. Video segmen-
ing 100%recognition ratio. The action recognition into long tation using fast marching and region growing algo-

jump, high jump and triple jump is performed using inde-  rithms. EURASIP Journal on Applied Signal Process-
pendent from the camera motion and the athlete performance  jng pages 379-388, April 2002.

features, like gait period and human major axis signals. The
human major axis feature is more robust to silhouette noise
than the gait period feature. Thus, the high jump classifica- - LS i
tion performance is the higher. An extension of the proposed gé%clessmg. Image Communicatiod6(10):963-976,
methodology may include the addition of more sports and '

actions using more statistical features. Statistics analysis 0] L. Wang, W. Hu, and T. Tan. Recent develop-
athletics motion and video content based retrieval and index- ~ Ments in human motion analysiBattern Recognition

[9] E. Sifakis and G. Tziritas. Moving object localisation
using a multi-label fast marching algorithmSignal

ing systems could be based on our method. 36(3):585-601, 2003.
[11] L. Wang, H. Ning, and T. Tan. Fusion of static
Acknowledgments and dynamic body biometrics for gait recognition.
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