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Face Detection Using Quantized Skin Color
Regions Merging and Wavelet Packet Analysis

Christophe Garcia and Georgios Tziritagember, IEEE

Abstract—Detecting and recognizing human faces automat- powerful indexing capacities of the video material. In DiVAN,
ically in digital images strongly enhance content-based video faces are detected in the extracted keyframes and stored in
indexing systems. In this paper, a novel scheme for human faces 5 atq_gatabase. Without performing face recognition, frames
detection in color images under nonconstrained scene conditions, . . '
such as the presence of a complex background and uncontrolled Conta.'n'ng faces may. ?e searched according to the_ m_’mber'
illumination, is presented. Color clustering and filtering using the sizes, or the positions of the detected faces within the
approximations of the YCbCr and HSV skin color subspaces are keyframes, looking for specific classes of scenes representing
applied on the original image, providing quantized skin color 3 |arge audience (multiple faces), an interview (two medium
regions. A merging stage is then iteratively performed on the set size faces) or a close-up view of a speaker (a large size

of homogeneous skin color regions in the color quantized image, . .
in order to provide a set of potential face areas. Constraints [@C€)- Face recognition may follow face detection when faces

related to shape and size of faces are applied, and face intensityare large enough and in a semi-frontal position, using a
texture is analyzed by pgrformjng a wavelet packet decomposition method we developed and described in [16]. When detected
on each face area candidate in order to detect human faces. Thefaces are recognized and associated automatically with textual

wavelet coefficients of the band filtered images characterize the . : oo . L
face texture and a set of simple statistical deviations is extracted information like in the systems Name-it [33] or Piction [6],

in order to form compact and meaningful feature vectors. Then, pOten_tia_l application_s such as news video viewer provi_di_ng
an efficient and reliable probabilistic metric derived from the description of the displayed faces, news text browser giving
Bhattacharrya distance is used in order to classify the extracted facial information, or automated video annotation generators
feature vectors into face or nonface areas, using some prototype oy faces are possible.
face area vectors, acquired in a previous training stage. . "
Although face detection is closely related to face recognition
Index Terms—Bhattacharrya distance, color clustering, face as a preliminary required step, face recognition algorithms

detection, wavelet decomposition. have received most of the attention in the academic literature
compared to face detection algorithms. Considerable progress
I. INTRODUCTION has been made on the problem of face recognition, especially

under stable conditions such as small variations in lighting,

ETECTING human faces automatically is becoming {a . ) . .
) . o acial expression and pose. Extensive surveys are presented in
very important task in many applications, such as secu-

; . . . 142] and [5]. These methods can be roughly divided into two
rity access control systems or content-based indexing vid ﬁ?ferent rouDS: geometrical features matching and template
retrieval systems like the Distributed audioVisual Archives groups- 9 9 P

Network (DiVAN) system [11]. The European Esprit projecmat.chir)g. In t_he first case, some geometrical measures abo.ut
DiVAN aims at building and evaluating a distributed aludiog'st'mttlve Iaglalsfeagurels Stl;]Ch as eygs, mout?ﬁ n?se af‘d chin
visual archives network providing a community of users witf'e extracte [3]. [8]. In the second case, the face image,

facilities to store raw video material, and access it in a coheréfit re'sented asa two—d|men5|onal (2-D) array of intensity va'l—
es, is compared to a single or several templates representing

way, on top of high-speed wide area communication networkE hole f T liost thods for t lat tchi
The raw video data is first automatically segmented inf Whole face. The earliest methods Tor template matching

shots using techniques based on color histograms dissimilafif corre_latlon—based, thus computationally very expensive
and camera motion analysis. From the content-related im require great amount Of, storage. In the last decade, the
segments and keyframes, salient features such as region sh 'é‘,:'pal components analysis (PCA) method also k”OW” as
intensity, color, texture, and motion descriptors are extract§@'nunen—Loeve trz_;msform, hgs been ;uccessfully applied in
and used for indexing and retrieving information. In ordef'der to perform dimensionality reduction [22], [39], [29],
to allow queries at a higher semantic level, some particul@rn’ _[?']' We may cite other method_s using neural netw_ork
pictorial objects may be detected and exploited for indexingl@ssification [30], [9], using algebraic moments [18], using

The automatic detection of human faces provides users wigpdensity lines [28], or using a deformable model of templates
(23], [43].
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is very useful for face detection, whereas this informatioGonstraints related to shape and size of faces are applied, and
is not used in face recognition approaches. Over the ldate intensity texture is analyzed by performing a wavelet
five years, increasing activity has been noticed in developipgcket decomposition on each face area candidate in order
algorithms to either detect or locate faces in “mugshot” styte detect human faces. Each face area candidate is described
images, or detect faces in uncontrolled images [42], [31jy band filtered images containing wavelet coefficients. A set
Existing methods may be roughly divided into three broaaf simple statistical data is extracted from these coefficients,
categories: local facial features detection, template matchimgorder to form vectors of face descriptors, and a well-suited
and image invariants. In the first case, low-level computerobabilistic metric derived from the Bhattacharrya distance is
vision algorithms are applied in order to detect facial featureised to classify the feature vectors into face or nonface areas,
such as eyes, mouth, nose and chin. Then, statistical modeding some prototype face area vectors, which have been built
of human face are used like in [4], [12], [44], [19], [45].in a training stage.

In the second case, several correlation templates are usetlhe remainder of this paper is organized as follows. In
to detect local subfeatures which can be considered as ridection Il, our method for segmenting skin color regions is
in appearance (view-based eigenspaces [29]) or deformaptesented. In Section I, we present the algorithm of detection
(deformable templates [43]). In the third case, image-invariarag the candidate face regions, which performs an iterative
schemes assume that there are certain spatial image relatioarging of skin color regions and applies constraints related
ships common and possibly unique to all face patterns, evenhuman faces shape. In Section IV, we present the core
under different imaging conditions [34]. Instead of detectingpmponent of our face detection scheme, by describing the
faces by following a set of human-designed rules, alternatieatraction of face texture descriptors vectors using wavelet
approaches are based on neural networks [24], [32], [3®cket analysis and their classification using a distance derived
which have the advantage of learning the underlying rulé®®m the Bhattacharrya dissimilarity measure. Experimental
from a given collection of representative examples of fadgesults and a comparison of the proposed scheme with the
images, but have the major drawback of being computationa@MU face detector [32] are provided in Section V. Finally
expensive and challenging to train because of the difficulty fionclusions are drawn.

characterizing “nonface” representative images.

In this paper, we propose a novel algorithm for automat- Il. DETECTION OF SKIN COLOR REGIONS
ically detecting human faces in digital still color images,

under nonconstrained scene conditions, such as presence of € first stage of the proposed scheme consists in locating

a complex background and uncontrolled illumination, Wheﬁge potential face areas in the image, using skin chrominance

most of the local facial features based method are not stal} prmation, given that such an information strongly reduces

As a preliminary work, we presented, in [17], a face detect e search space. Before proceeding with skin color classifica-

which had been developed in order to index a huge amoﬁmn’ a colqr quantizat_ion of the original _image Is perfO”’T“?d’
of video and images data and to cope with high-speed I1E_order to improve skin color segmentation by homogenizing

quirements. Only | frames (Intraframe transform coding) wefd® Image regions.

analyzed from MPEG streams as we wanted to avoid costly o o

decompression. Color segmentation of these | frames whsColor Quantization of the Original Image

performed at MPEG macro-block level (3616 pixels). Skin  Vector quantization is applied to quantize the image colors
color filtering was performed, providing a macro-block binaryo a reduced set of so-called dominant colors. The basic
mask which was segmented into nonoverlapping rectangupainciple is to map a color vector onto another color
regions containing contiguous regions of skin color macreectory;, y; being acodebookvector and representing a color
blocks (binary mask segment areas). Then, the algorittstuster C; in color spacey; is a dominant color and is the
searched for the largest possible candidate face areas amhn value of color vectors belonging ;. The initial
iteratively reduced their size in order to scan all the possibd®debook vectorg; are first determined by color histogram
aspects ratios and positions into each binary mask segmealculation. A complete three-dimensional (3-D) histogram is
area. In this paper, the proposed scheme has been substantaliyputed from the original color image, in hue-saturation-
enhanced. It performs first color clustering of the originalalue (HSV) color space. Histograms bins are hierarchically
image, in order to extract a set of dominant colors and quantizeerged according to the Euclidian distance denotedbyn

the image according to this reduced set of colors. Then,(8V cos(H), SV sin(H), V), treating the HSV color space as
chrominance-based segmentation using an improvementaotone, like in [2], in order to build an initial set of color
the method presented in [17] is performed. A merging stagtisterC;. In this implementation, a fixed number of 16 color
is iteratively applied on the set of homogeneous skin colalusters are considered. The final set of codebook vectors
regions in the color quantized image, in order to provide ia obtained using an iterative algorithm that originates from
set of candidate face areas, without scanning all the differgrattern recognition, the K-means algorithm, also known as
possible aspects ratios and the possible positions into binémg Linde—Buzo—Gray algorithm (LBG) [25], which has been
segment areas. This improvement leads to a better precisiiost applied to vector quantizer design for signal compression
in locating the faces and helps in segmenting the faces fraasks. At each iteration, each color vector (pixel) is assigned
the background, especially when parts of the surroundiigthe closest color cluster according to its distafieeto the
background have a color that may be classified as skin colorean color vector of the cluster, and the mean color vector
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Fig. 1. Sample skin colors distribution in YCbCr color space (a) and HSV o
color space (b).

of the set of pixels which have been associated to one color 9% 15 a0 =5 o 45 80 135 1%
cluster is updated. The algorithm stops after a given number

of iterations. Then, color clusters are merged according to a (b)

predefined maximum distance. Finally, each pixel in the image
receives the value of the mean color vector of the cluster it has

been assigned to. The resulting image is therefore quantized
according to the set of dominant colors. which have been extracted from various still images and

video frames, covering a large range of skin color appearance
) . (different races, different lighting conditions). In Fig. 1(a) and
B. Skin Color Segmentation (b), skin color samples are plotted in YCbCr space and HSV,
Our purpose is to segment the quantized color image accorespectively. One can observe that skin color samples form
ing to skin color characteristics. Two color models have beensingle and quite compact cluster in both YCbCr and HSV
evaluated and used. The YCbCr model is naturally related ¢olor spaces. Our purpose is to approximate the 3-D envelop
MPEG and JPEG coding. The HSV (Hue, Saturation, Valuej these clusters.
model is used mainly in computer graphics and is consideredn the case of the YCbCr color space, we noticed that the
by many to be more intuitive to use, closer to how an artigitensity valueY has little influence on the distribution in
actually mixes colors. Skin color patches had been usedthe ChbCr plane and that sample skin colors form a small and
order to approximate the skin color subspaces, in both modelery compact cluster in the CbCr plane. Wang and Chang
The training data set is composed of 950 skin color samplies [40] performed skin colors classification directly in the

Fig. 2. Skin color bounded areas.
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chrominance plane (CbCr) without taking the intensity value Like in the YCbCr case, we directly estimated the shape of
Y into account. A Bayesian decision rule for minimum coshe skin color subspace in HSV. A set of planes have been
is applied in order to classify a color into the skin color ofound by successive adjustments according to segmentation
the nonskin color class. 40 samples of face patches as welrasults. In Fig. 2(b), the intersections of the adjusted bounding
false alarms results are used in order to apply this method. Wanes with the HS plane fo¥ = 70 are drawn. We report
found it was difficult to use the false alarms results, becaubereafter the equations defining the six bounding planes that
there are usually quite a lot of image areas with colors similaave been found in the HSV color space case.

to the skin colors, like over part of the human body, natural

background, etc. We decided to estimate the envelop of the 5210, V=240, S<-H-01V +110;

skin color subspace in YCbCr, using the intensity value H < —04V + 75;

in order tq cgpe_with strong lighting _variations, as we noticed if H>0S5 <0.08(100— V)H + 0.5V

that the distribution turns out to be different for the extrema of
Y values corresponding to dark (for valuesfaround 50)

and light (for values oft” around 240) lighting conditions.  g,;engjve experiments have shown that segmentation results
G'Ye” that quite a large amount of noise is contained in the, quite equivalent using both color models. However, we

elseS < 0.5H + 35

color subspace borders using planar approximations that can,fge easily adjusted using the HSV model, because of a direct
easily adjusted rather than using automatic clustering methogs.oqs 1o H (Hue) which mainly encodes skin colors.
Sets o_f planes have been _found by successive adjustments, Fig. 3, four examples of skin color-based image segmen-
accord!ng to the segmentau(_)n results. ) _tation are shown. The first line displays the original images.
In Fig. 2(a), the intersections of the adjusted bounding,g gecond line shows the color quantized image obtained
planes with the CbCr plane far = 160 are displayed. One ager gominant colors detection. The third line displays the
may notice that some sample points are not contained in €16, color areas of the quantized color image, using the
skin color subspaces. These points have not been includgeh co\0r subspaces approximation. The first and the second
during the successive adjustments given _that they corresp%mmes demonstrate the efficiency of the skin color-based
to nonrepresentative samples of the skin colors and ca3® mentation process. The two last examples show that parts
errors in the face detection Process. . _of the background may have a color similar to skin color.
We report hereafter the equations defining the boundingis opyious that chrominance information on its own is not

planes that have been found. As one can notice, there are Wiicjent and therefore that another face detection stage based
sets of eight equations depending on two areas of the colgy shape and texture analysis is required
space, separated by the horizontal plahe= 128, in order

to approximate the distribution borders in the light and dark

extreme cases: [Il. DETECTION OF CANDIDATE FACE REGIONS
In this section, we will discuss how to locate candidate
it (V>128) 6 = -2+ 256 — Y; face areas in the skin color filtered image, denoted as SCF
16 image. Skin color areas have to be segmented in order to
By = 20 — 256 - Y form potential face areas which will be classified in the latest
16 stage of the proposed scheme, by performing wavelet packet
03 =6; 60,=-8 analysis.
) Y In our previous work [17], skin-color filtering was applied
if (Y<128) 6:1=6; 6,=12; f3=2+ 39’ on | frames at MPEG macro-block level (16 16 pixels),
0. — 16 Y providing a macro-block binary mask which was segmented
4= —10+ 16 into nonoverlapping rectangular regions containing contiguous
Cr> —2(Cb+24); Cr > —(Cb+ 17); regions of skin color macro-blocks (binary mask segment
Or > —4(Cb+32); Or > 2.5(Cb+61); areag). Then,_ the algorithm had 'to sgarch for the Ia'rge'st
_ possible candidate face areas and iteratively reduced their size
Crz 63 Cr 2056 — Cb); in order to scan all the possible aspects ratios and positions
220 — Cb 4 i i
Cr < . Cr < 2(6y — CU). into each binary mask segme_nt area. _
6 3 In the scheme presented in this paper, a merging stage

is iteratively applied on the set of homogeneous skin color
We noticed that the cluster of skin color is less compact inegions in the color quantized image, in order to provide a
HSV space than in YCbCr. The projection onto the HS plarset of candidate face areas, without scanning all the possible
only is used by some authors like in [38] where skin colaspects ratios and the possible positions into binary segment
classification is performed by setting appropriate thresholdseas. This improvement leads to a better precision in locating
to Hue and Saturation. Using these thresholds, we found thiaé faces and helps to segment the faces from the background,
the segmentation results are affected by variations in lightiegpecially when parts of the surrounding background have a
conditions. color close to skin color.
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Fig. 3. Original images (first line), color quantized images (second line), and skin color filtered images (third line).

The SCF image is composed of a relatively small set of heshere (H;, S;,V;) is the average skin color vector in the
mogeneous regions, denoted7a&s due to color quantization. bounding box of regiorR;. The value ofa has to be chosen
We aim at building potential candidate face areas by iterativatyuch bigger than the values gfand~ in order to take into
merging adjacent homogeneous skin color regions. Therefoaecount mainly Hue differences.
we do not treat the skin color areas as a whole binary maskThe set of potential face areas is built iteratively, starting
that we have to dividea posteriori By merging adjacent from theC, set and its adjacency graph. The &gis obtained
similar and homogeneous skin color regions, we are able lip merging the compatible adjacent region<gf Then, each
iteratively construct candidate face areas while distinguishimgw set of merged regiod; (k € [1---K]) is obtained
between the different skin tones in the skin color areas. THig merging iteratively the set of merged regi6p_; with
approach allows to segment faces from a surrounding skire original setC, in the following way (hote that a region
color background. adjacency graph is computed before each new iteration):

The skin color regions merging algorithm starts by com-
puting a region adjacency graph, where each node represents Vb€l K], VRi€Co, VR; € G
a homogeneous skin color region of the quantized image. Cp = U Ri U Ry (2)

The criterion of connectivity is based on a minimum distance ) _ ]
computed between the associated bounding boxes of efck7(Ri;R;) is allowed and{R;, R;} are adjacent regions.
homogeneous region. Evaluating connectivity using a distarld@te that the doublets, which may appear while combining the
between the vertices of the bounding boxes is much faster tHBRT9€d regions are discarded by a simple test on insertion.
estimating the connectivity in the pixel domain. In the current w_nplementaﬂon, iterative merging is per-

Let Cy be the set of homogeneous skin color regidRis formed Wlth_a maximum nu_mber of |_terat|0[f§ =3, as we
i € [1--- N]. First, the criterion of connectivity is applied towant to av0|d_ tlme-consumlng_ combinatory. We also.notlced
build the region adjacency graph. Given that we are dealififtt the merging process provides the expected candidate face
with bounding boxes, a fast algorithm has been implementé€as within these.three iterations. Flnglly, the candidate face
which considers the normal distance between the vertic@&a SetCl” contains the original regions s} and the
of the disconnected bounding boxes or determines if tiaeratively bl,{'lt sets of merged regia®. (k € [1---K]),
bounding boxes are overlapping. Therefore, adjacent regidr%a CF = Uz Cr-
are defined. The merging criterion among the bounding boxesThe merging process may be more easily described in the
of adjacent region®; andR; is based on a maximum alloweddraphical example of Fig. 4. In this simple example, five
distanceDr(R;, R, ), which encodes color dissimilarity in thedifferent skin color homogeneous regions have been labeled
bounding boxes. We noticed that the different color regionéth letters ranging fromA to E. In that case, the initial
over a given face are stable accordingHo(Hue) and that PartitionisCo = {A, B,C, D, E}. Let suppose that all regions,
color differences appear mainly on th&and.S components €xcept region, have a similar color, i.e., the distané,
due to variations of the light incidence over the face surfadé. allowed. Given thatt' is not color-compatible, some of

For that reason, the color dissimilarity measure has beli¢ potential merged sets will not be built. According to
chosen to be the following: the connectivity and merging criteria, the first interation of

the iterative merging process will produce the skt —
Dr(R;,R;) = o|H;, — H;| + B|S: — S;| ++v|Vi = V;| (1) {AB,AD,AC,BC,CD}, where XY stands for “minimal
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order to cope with different orientations and poses. Moreover,
constraints related to allowed sizes are applied. The range of
allowed size has been lower-bounded by»8@8 pixels. It is
naturally upper-bounded by the size of the whole frame image.
By applying these two constraints, an important number of
regions are removed from the set of candidate face aféas
Then, a constraint of color homogeneity is applied by
computing the density of skin color pixels in each candidate
face areaR;. Two areas, respectively thmuter and theinner
areas, are defined into ead, the outer area corresponding
to the border area oRR; (whose width is a percentage of
the bounding box width, typically 15%) and thener area
corresponding to the remaining central part/®f A R; area
is accepted as a potential face area, if the density of skin color
pixels in the wholeR; area, denoted gsis above a threshold
bounding box containing regions andY™. Note that different set to 0.4 and the density in thener area, denoted ags;,,
cases appear when this merged set is biil andC'E have s above a threshold defined 8¥p + 0.3. Homogeneity in
not been built because althoudh and £ as well asC' and the inner area has to be higher than in the whdte area
E are adjacent regions, their colors are incompatible. Tlg#ven that thenner area is the central part of the face with no
bounding box ofB being included in the bounding box of, background (especially in the case of small images), whereas
ADB turns to be the bounding box of. AC is built because in the wholeR; area, hair and parts of background have to
the bounding boxes od andC overlap, which is also the casebe taken into consideration.
of BC andCD. AD is built because the distance computed
between the associated bounding boxes of regi¢rend D
is allowed. The second and third iterations leadsCto= IV. CLASSIFICATION OF CANDIDATE FACE
{ABC,ABD, ACD, BCD} and C3 = {ABCOD}. Finally, AREAS USING WAVELET PACKET ANALYSIS
the candidate face area set@¥ = {y_,Cx = {4, B,C, D, The main purpose of the last stage of the proposed algorithm
E,AD, AC, BC,CD,ABC, ABD,BCD, ABCD}. Eachof s to classify theR; areas, which are compatible with the
these bounding boxes will be processed in the last step of @éhstraints of shape, size and color homogeneity, into faces or
scheme, for face texture classification. In this simple examplgsnfaces, according to a textural analysis. The classification
the expected result of face detection would be obtained for thgns at removing false alarms caused by objects with color
candidate face areasBCD, drawn ast'BB (Face Bounding similar to skin color and similar aspect ratios, such as other ex-
Box) in the figure. Note thatlCD is equivalent toABCD, posed parts of the body or part of background. For this purpose
given thatB is included in the bounding box of. a wavelet packet analysis scheme is applied using a method
In Fig. 5, the merging process of the skin color areas ighich is similar to the one we proposed for face recognition
presented in two real examples. For each example, the foui[16]. A wavelet packet decomposition is performed on the
first images contain the homogeneous regions correspondif@nsity plane of the image and feature vectors are extracted
to four dominant skin colors. The regions corresponding to tl®m a set of wavelet packet coefficients in edtharea. The
considered skin color are displayed in white. For reasons iatensity image is the’ plane of the original color image,
readability, the bounding boxes have not been drawn arouptlich has been transformed from HSV to YCbCr color space.
each skin color (white) area. In the fifth image, the boundinthis intensity image conveys information about the texture of
boxes of the candidate face areas built by the merging process faces, which will be retained into the wavelet coefficients.
and contained in th€ " are drawn. The final detected faces Wavelet packet decomposition for analyzing the face texture
are shown in the last image. As one can notice in the fifttas been found suitable given that this scheme provides a
image, some bounding boxes @&/ are small or have an multiscale analysis of the image in the form of coefficient
aspect ratio which is not compatible with the one of a humanatrices with a spatial and a frequential decomposition of
face. Therefore, constraints related to shape, acceptable sizeimage at the same time. Strong arguments for the use
range, color homogeneity and texture are then applied to iemultiscale decomposition can be found in psychophysical
candidate face areas 6 in order to classify these regionsresearch, which offers evidence that the human visual system
into faces or nonfaces. Face texture analysis will be describg@cesses the images in a multiscale way.
in the next section. In the last decade, wavelets have become very popular, and
First, constraints relative to shape and size are appliedriew interest is rising on this topic. The main reason is that
order to remove most of the non potential candidate face areascomplete framework has been recently built [26], [10] in
The shape of human faces can be approximated and canpbgicular for what concerns the construction of wavelet bases
considered as a discriminant information. In order to perforand efficient algorithms for the wavelet transform computation.
fast computation, we analyze the face shape by consideringAn interesting characteristic of wavelets is flexibility: sev-
the aspect ratio of its bounding box. The allowed aspect ratial bases exist, and one can choose the basis that is more
range has been set to [0.9, 2.1], which was chosen quite largsuiitable for a given application. In [7], an entropy-based

Fig. 4. Merging process of homogeneous skin color regions.
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Fig. 5. Homogeneous skin color regions, candidate face bounding boxes, detected face.

functional is used for the selection of the best bases, in a

general case. We think that this is still an open problem, in . h) - lz 8a(-)
particular for face images. Experimental considerations may
rule the choice of a wavelet form. s()

Computational complexity of wavelets is linear with the
number (N) of computed coefficient§O(N)), while other sa(.)
transformations, also in their fast implementation, lead to > g9() > 12 S
N x log(N) complexity. Thus, wavelets are adapted also
for dedicated hardware design (discrete wavelet transform). Fig. 6. Dyadic decomposition of a signal.

The possibility of easily embedding part of the process in
hardware allows real time computation, like in compressiodnecomposition the signal is decomposed in the following way:
tasks [13]. Moreover, a wavelet compression algorithm (in- ' '
creasing compression efficiency by 30%) will be included in Ap =The ¥ [hy % An_a]j2.1]]12
the_future JPEG2000 codin.g m.odel, after .the results observed Dyt =lha * [gy % An_1]12.1] 1.2
during the 12th WG1 meeting in Sydney in November 1997. Dy =[gs [y A _1],21]

The resulting wavelet coefficients may be used directly in our n2 = L9 # 1y * An—1li2,1011,2

scheme, while processing JPEG2000 images. Drs =[g2 % [gy * An-1]j2.1] 11,2 (4)

where « denotes the convolution operatay, 2,1 (] 1,2)
A. Wavelet Packet Decomposition of Face Images subsampling along the rows (columns), ad = I(z,y)
is the original image.A4,, is obtained by low-pass filtering
and is the approximation image at scaleThe detail images
D,,; are obtained by bandpass filtering in a specific direction
1 (¢ = 1,2,3, for vertical, horizontal and diagonal directions
Cnk = 5ory / s(E)p* (27"t — k) dt. (3) respectively) and thus contain directional details at seale
The original imagd is thus represented by a set of subimages

The series use a dyadic scale factar,being the scale at several scales{ Ay, Dri}.
level and & being the localization parameter. The function Fig. 7(a) shows the: and g filters that have been applied

() is the mother wavelet which satisfies some admissibili getﬁogosi?;ﬁ e‘zsgr]w?jrgeﬁltéfs sf:)arttzd g?\/eefﬁr?;prt)nga':i:gr?l?se of

criteria and ensures a complete, nonredundant, and orthogonal . .
. ) . mainly ruled by experimental results. The constraints that
representation of the signal. The discrete wavelet transform

(DWT) results from the above series, and is equivalent to t ave been considered in order to build these filters are closely

successive decomposition of the signal by a pair of filles PElated to the work of Smith and Barnwell concerning exact
bostt 9 yap . reconstruction techniques for tree structured subband coders
andg(-), as shown in Fig. 6. The low-pass filtéf-) provides iu35]_ According to this work and [41] and ¢ are built

the approximation of the signal at coarser resolutions, Whaes conjugate quadrature filters. The coefficients values and

the high-pass filteg(-) provides the details of the signal atthe filter support size have been chosen during series of
coarser resolutions. :
experiments.

Th? extension 1o Fhe 2-D case is .usuaIIy perfqrmed byThe Z-transform of the pair of filters is
applying these two filters separately in the two directions.
The convolution with the low-pass filter results in a so-called H(z) =0.853 +0.377(z + z7') — 0.111(2* + 2~?)
approximationimage and the convolutions with the high-pass —0.024(2° + 27 3) +0.038(2* + 2 %) (5)
filter in specific directions result in so-calletbtail images. " -1

) " ) . L (z) ==—2""H(=27"). (6)

In classical wavelet decomposition, the image is split into
an approximation and details. The approximation is then splihe Fourier transform of these filters is given in Fig. 7(b). The
into a second-level of approximation and details. Farlavel low-pass filter is symmetric and the filter pair is orthogonal,

The discrete wavelet series for a continuous sigital is
defined by the following equation:
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(b)

Fig. 7. (a)h (solid line) andg (dashed line) filters and (b) their Fourier
transforms.

that is
> h(n—2k)g(n —21) =0, V(k,I). 7)

n

Since we are interested in having decorrelated filter re-
sponses, we consider two measures of this property. The
antialiasing coefficient is defined and calculated as

1/4
/0 H(HP dof

1/2
/0 H(P)2 df

(b)

Fig. 8. (a) Wavelet packet tree and (b) Level 2 coefficients of the wavelet
packet tree.

n= =0.87 (8) _ .
s(t) and we found that the maximum value pfis 0.06.

It is sufficiently small for considering that the hypothesis of

. . . i lation i lid i ice.
where H(f) is the Fourier transform oh(n) and the ideal interband decorrelation is valid m_practlce_ .
h . . - . The wavelet packet decompositiothat is performed in
value being equal to 1. We also define a correlation coefﬁmegﬂt

between the approximation and the detail signals as follow: e proposed appr_ogch, 's a generallz.atlon O.f the cIassu;aI
wavelet decomposition that offers a richer signal analysis

Z hE)g(Dys(k — 1t) (discontinuity in higher derivatives, self-similarity, etc.). In

. k1 ) that case, the details as well as the approximations can be
o split. This results in a wavelet decomposition tree as shown in
; Bk = 1) ;g(k)g(l)%(k -1 Fig. 8(a), with the correspondent wavelet coefficients of level

’ ” 2 displayed in Fig. 8(b).

where~,(-) is the autocovariance function of the input signal. Usually, an entropy-based criterion is used to select the
For a noncorrelated (white noise) or fully correlated inpudeepest level of the tree, while keeping the most meaningful
signal, it is obvious thatp is zero valued. We calculatedinformation. In the present case, the depth of wavelet packet
p under the assumption of a first-order Markov process fdecomposition tree is ruled by the size of thg areas
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which are processed. A database of 50 manually extractewm the database of manually extracted face areas, that we
face areas which contains a large number of different cagagviously classified into two size categories, features vectors
(size, chrominance, intensity, position and orientation) hase extracted and an average prototype feature vector has been
been built. The processed frames have a size of 288 retained for each of these two categories.
352 pixels. These samples have been classified into twdVNhen solving a pattern recognition problem, the ultimate
categories, according to their respective sizes. They are usgective is to design a recognition system which will classify
in order to estimate prototype vectors. A face is classified asknown patterns with the lowest possible probability of
medium if its height is smaller than 128, and ksge, if its misrecognition. In the feature space defined by a set of features
height is bigger than 128. Candidate faces intensity imag&s= [z1,---,x,] which may belong to one of the possible
are decomposed with the discrete wavelet packet analysattern classes;,: = 1,---,m, an error probability can be
until level 3 for large areas and until level 2 fomedium defined. It is easy to show that, in the two-classes case, the
areas. In both cases, a deeper decomposition will not provigleor probabilitye can be written
more valuable information, the coefficient images becoming
too small. According to its size, a _candidat(_a face image iS¢ — %[1 _/ Ip(X |wi ) P(wy) — p(X |w2)P(w2)| dX |
described by a set of wavelet coefficient matrices belonging
to the deepest level of decompositiofy = 16, i.e., one (10)
approximation image and 15 detail images foediumareas
andn = 64, i.e., one approximation image and 63 detaifts discussed in ([14])¢ can not be easily evaluated and a
images forlarge areas) which, in all cases, represent quite rumber of alternative feature evaluation criteria have been
huge amount of information (equal to the size of the inp@luggested in the literature. One of these criteria is based on
image). Dimensionality reduction has to be performed Wobabilistic distance measures. According to (10), the error
extracting discriminatory information from these images. ¢ Will be maximum when the integrand is zero, that is, when
In our approach for face recognition [16], we reported goddensity functions are completely overlapping, and it will be
results, obtained by extracting statistical information from tr&€ro when they do not overlap. The integral in (10) can
wavelet coefficients in some different specific areas of th€ considered as the probabilistic distance between the two
approximation image of the face, and statistical informatig#ensity functions.
from the wavelet coefficients of each whole detail image. We An important issue is the choice of the probabilistic distance
first located the face bounding box and then we divided it inRetween the density functions. This choice may be done
two areas, the top part and the bottom part, Separated by @ngrding to the model of the density functions. Concerning
nose baseline. Like in [17], we follow a slightly different apour classification problem, statistical analysis of experimental
proach by considering ead®; area as a bounding box, and byesults have shown that the probability distribution of the
dividing it into four parts: a left top paritop, ), a right top part Wavelet images could be the generalized Gaussian [26]
(tops), a left bottom part(bottom,) and a right bottom part c lel/o)*
(bottom.), all of equal size, where the wavelet packet analysis p(z) = 716_( e (11)
is performed. By extracting moments from wavelet coefficients 201 -
in these areas, we obtain information about the face texture,
related to different facial parts, like the eyes, the nose anghere the parameter is the standard deviation ardreflects
the mouth, including facial hair. Standard deviations hawge sharpness of the probability density function. Ect 2,
been chosen as face texture descriptors coefficients. Therefgfe,obtain the Gaussian function, and foe 1, the Laplacian
from the top and bottom areas, we extract the correspondifygction.
standard deviation® .1, Ttop2, Thottom1, AN Oportome Of One of the most popular probabilistic distances in the field
the wavelet coefficients contained in the approximation ima@g pattern recognition is thBhattacharryadistance [14], [20],
of the selected level of decomposition. From the detail [21]. It is related to the well-knowrChernoff boundand
images(m € {15,63}), the corresponding standard deviationgherefore, has an explicit expression for a generalized Gaussian
o; (i =4,---,n; n = m + 3) are extracted from the whole distribution. Since we are dealing with such a distribution, we
R; area. make use the Bhattacharyya distari@eas our probabilistic
Thus, extracted feature vectors contain a maximuA+efn  distance. The Bhattacharyya distance is given as
components (four standard deviations for the approximation

image andm standard deviations for the detail images) and 1 o§ + o§
are described as follows? = | J/**° {5, where indices = B. = s In 2./070% (12)

0,1,2,3 stand respectively for théop,, top,, bottom,, and

bottomo standard deviations. Finally, a set of vectors of sizgith  described above.

19 and 67 fomediumandlarge R; areas, respectively, is built.  As stated before, interband values are decorrelated, and

therefore the distance between two feature vectdis(a

candidate face feature vector) avid(a prototype vector) may

be computed on a component-pair basis, that is, the distance
In this section, we will describe how &, feature vector is considered as a sum of distances relative to each of these

is classified into the two possible classes: face or nonfac@mponent pairs.

B. Feature Vectors Classification
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TABLE | examples include color images with multiple faces of different
CHARACTERISTICS OF THEFACES IN THE TEST DATA SET sizes, different colors, different positions and images which
Type Number do not contain any face. False alarms and false dismissals
Frontal a8 examples are presented as well.
Semifrontal +15° 25 We compared the proposed scheme with the well-known
Side445° 18 face detector developed by Rowlet al [32] at Carnegie
Tilted £25° 13 Mellon University. The CMU face detector operates in two
Total 104 stages. It first applies a set of neural network-based filters to

an image and then uses a network arbitration and bootstrap

In our wavelet packet analysis scheme, we make the possigigorithm to detect mostly frontal faces of various sizes and
assumption that approximation images are distributed accofd- various locations. The filters examine each location in
ing to the Gaussian law, while the detail images are distributdte image at several scales, looking for locations that might
according the Laplacian law. We do not consider the me&ANtain a face. The arbitrator then merges detections from
values differences of the approximation images in our scheth§ individual filters and eliminates overlapping detections.
in order to have a distance measure independent of the lightiigjS face detector can handle pictures of people (roughly)
conditions. Due to the design of the filters, the mean valufacing the camera in an (almost) vertical orientation. The

are zero valued for the detail images. faces can be anywhere inside the image, and range in size
According to (12), the resulting distand@ between two from at least 20 pixels height to covering the whole image.
feature vectors), andV is Our test data set of 100 images have been processed using

3 43 the interactive World Wide Web demonstration of this system
1 o2 4o e Oik + 0; . ; ;
PV V) == Z ln k%0 | In ik i} at http://www.ius.cs.cmu.edu/demos/facedemo.html, which allows
’ 2 = 20104 2\/0ik0i anyone to submit an image for processing in batch mode and
(13) to retrieve the result image with bounding boxes overlaid on
S . the detected faces.
Therefore, classification is performed by evaluating the dis-Taple II shows the comparative results of the proposed
tance D from eachR; feature vectorV, to the prototype gjgorithm to the CMU face detector on our test data set. A
feature vecton; of the corresponding size category. classification according to the quality of the detected faces
EachR; feature vector has to be classified as face or nonfaﬁﬁ)sition of the bounding box) is proposed. Fig. 10 presents
according to distanc® to the average prototype vector of thgome comparative examples. In each pair of images, labeled
corresponding size categorg; is classified as a face areagom (a) to (I), the left image corresponds to the output of
if D is below a threshold’p, and rejected otherwisd’ip  the CMU face detector and the right image corresponds to the
values of 6.0 formediumface areas and 8.0 fdarge face output of our scheme.
areas have been found to be optimal after a large number ofefore commenting the comparative results, a few remarks
experiments for both size categories. have to be done. The CMU face detector has been designed
Finally, problems of overlapping selectell; areas are (g getect faces with a minimal size of 20 20 pixels, which
solved "’})S follows. The set of face areas that overlap by MQigresponds to the size of the input layers of the neural network
than 25% in both dimensions is sorted in ascending ordgfers whereas our scheme provides results for faces with
according to normalized distanc®y hw, related to the size of 5 inimal size of 80x 48 pixels. This can be observed in
‘R;. Then, the first ranked face area is selected and the otlﬁ%_ 10(a) and (b), where the CMU face detector found several

=4

ones are rejected. small size faces while our method was not designed to detect
them. Therefore, the CMU face detector was able to detect
V. EXPERIMENTAL RESULTS AND DISCUSSION small faces which have not been taken into consideration

The proposed algorithm has been evaluated using the samfen labeling the 104 reference faces that we retained in
test data set as in [17]. This test data set contains images test data set. Another main difference between the two
that have been extracted as key-frames from various MPB@thods is that the CMU face detector does not use color
videos and especially from the test videos used in the DiVANKformation. Only the intensity face texture discrimination,
project evaluation phase [11]. The video material has beearresponding to the last step of our scheme, is performed.
kindly provided by the Institut National Audiovisuel, Francel'herefore, a set of candidate face areas cannot be built and
and by ERT Television, Greece. The test data set contains 108 neural network filters have to be applied at every pixel
images, most of them being extracted from advertisemenis;ation in each image of the multiscale pyramid. Even if a
news, movies and external shots. This set of 100 imagest implementation is proposed in [32] by introducing a step
contains 104 faces (with sizes above the minimal one) amdhile moving the search window, the CMU face detector is
ten images which do not contain faces. They cover most &ffll more time consuming than our face detector. Moreover,
the cases that the algorithm has to deal with. In Table I, weéhen applied to color images, the CMU face detector may find
give a detailed description of the content of this set, accordifgjse alarms in nonskin color areas, whereas our scheme does
to facial characteristics. not have this drawback. On the other hand, as we may see in

In Fig. 9, we present some results of the proposed faBey. 10, our scheme will fail in the case of extreme lighting
detection scheme for 32 images of the test data set. Thesaditions leading to bad skin color segmentation.
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Fig. 9. Some detection results of our method for a subset of the test data set.

TABLE 1
RESuLTS oF FACE DETECTION ON THE TEST DATA SET
Quality Results Results
of detection The proposed scheme | The CMU face detector
Well framed faces 90 (91.83%) 86  (96.62%)
Moderate framed faces 8 (8.17%) 3 (3.38%)
Detected faces 98 (94.23%) 89 (85.57%)
False dismissals 6 (5.76%) 15 (14.43%)
False alarms 20 9

As shown in Table Il, our algorithm detects 98 of the 104
faces which means a successful detection rate of 94.23%,
whereas the CMU detector detects 89 faces, leading to a
successful detection rate of 85.57%. We observed that the
CMU face detector failed mainly for faces of large size.
This can be observed in Fig. 10(c) and (d), even if these
faces appears in a upright, semi-frontal positions, whereas our
method is very efficient in that case. The main reason could
be that neural networks filters are trained for a fixed window
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(a) (b)

(k : . v 0

Fig. 10. Some comparative results for the test data set. For each pair of results, the left image corresponds to the output of the CMU face detector
and the right image corresponds to the output of our scheme.

size of 20x 20 pixels, and in order to detect faces larger thamore sensitive to face poses than our system, especially for
the window size, the input image is repeatedly reduced in sittked faces. Related examples can be observed in Fig. 10(e)
by a factor of 1.2. We believe that some details in the fa@nd (f).

texture are lost during this subsampling process. This make<onsidering the quality of detection, 91.83% (84.53% in our
the neural networks fail to detect these facial areas. Moreovprevious work [17]) of the detected faces have been accurately
due to its design (learning phase), the CMU face detectorfiamed, while 8.17% (15.47% in [17]) have been framed
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with less accuracy. With the proposed scheme, precisiontexture analysis are applied, by performing a wavelet packet
framing the face has been improved. This is mainly dudecomposition on each face area candidate and extracting
to the macro-block approach used in [17], which providesmple statistical features such as standard deviation. These
a rough approximation of thék,; areas. Color clustering features provide an excellent basis for face detection, if an
and segmentation leads to a better precision in locating thgpropriate distance is used. The use of the Bhattacharyya
faces and helps in segmenting the faces from the backgroufistance proved to be very suitable for classifying these feature
especially when parts of the surrounding background havevectors into faces or nonfaces classes. For a data set of 100 im-
color which may be classified as skin color. The CMU facages with 104 faces covering most of the cases of human faces
detector performs slightly better than our scheme if qualigppearance, a 94.23% good detection rate, 20 false alarms and
of detection is considered, with 96.62% of well-framed facea. 5.76% false dismissals rate were obtained. A comparison
In that case, the neural network learning of the inner part wfith the CMU face detector system showed that our system
the face (around eyes and mouth) gives more accurate resigdtsery efficient especially for large size faces detection and
than our color segmentation approach especially in the casetadt skin color segmentation helps to improve the speed of
partial occlusion or extreme lighting conditions. Two exampldace detection process by pre-selecting candidate face areas.
of framing results are presented in Fig. 10(g) and (h). Thus, the wavelet packet analysis provide a robust scheme
Less false alarms are obtained using the CMU face detectior. face detection, even if no constraint is imposed on the
Twenty false alarms and six false dismissals (5.76%) af@ces to be detected (except a minimal size). Moreover, very
obtained with our method whereas nine false alarms afaktimplementations of wavelet decomposition are available in
15 false dissmissals (14.43%) are obtained using the CMidrdware form, to cope with real time face detection needs. As
face detector. After the chrominance segmentation stepam extension of this work, we believe that a slightly different
number of potential false alarms appear but the wavelet packedture extraction process may be performed, that extracts
analysis scheme reduces them in a very efficient way, usisigtistical information only from the wavelet images, which
intensity face texture. By tuning the threshdlg , used for convey most information about faces texture.
classification according to the prototypes face features vectors,
it is possible to control the final false alarms rate, at the
cost of having false dismissals, especially if faces are very . o )
tilted. Using the CMU interactive face detector demo, we '€ authors would like to thank S. Liapis for the im-
were not able to tune the two parameters required by tH]éarpentatlon ©of the color quantization algorithm, and the
“thresholding” heuristic for merging detection [32]. We believdNA'S Innovation Department and ERT Television for having
that tuning these parameters may help the CMU face detedt6pvided test video materials.
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