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Abstract—In this paper, a multichannel version of the sinusoids
plus noise model (also known as deterministic plus stochastic de-
composition) is proposed and applied to spot microphone signals of
a music recording. These are the recordings captured by the var-
ious microphones placed in a venue, before the mixing process pro-
duces the final multichannel audio mix. Coding these microphone
signals makes them available to the decoder, allowing for interac-
tive audio reproduction which is a necessary component in immer-
sive audio applications. The proposed model uses a single reference
audio signal in order to derive a noise signal per spot microphone.
This noise signal can significantly enhance the sinusoidal represen-
tation of the corresponding spot signal. The reference can be one of
the spot signals or a downmix, depending on the application. Thus,
for a collection of multiple spot signals, only the reference is fully
encoded (e.g., as an MP3 monophonic signal). For the remaining
spot signals, their sinusoidal parameters and corresponding noise
spectral envelopes are retained and coded, resulting in bitrates for
this side information in the order of 15 kb/s for perceptual perfor-
mance above the 4.0 grade on the mean opinion score (MOS) scale.

Index Terms—Deterministic plus stochastic decomposition,
immersive audio, multichannel audio, noise transplantation,
sinusoidal model.

I. INTRODUCTION

I N multichannel audio, multiple audio channels are used
for audio reproduction with the objective to surround

the listener with sound and offer a more realistic acoustic
scene compared to two-channel stereo. Current multichannel
audio systems place five or seven loudspeakers around the
listener in predefined positions, and a further loudspeaker
for low-frequency sounds (5.1 and 7.1 multichannel audio
systems, respectively). Such systems are utilized not only for
the reproduction of film, but also for audio-only content. Mul-
tichannel audio involves an equal number of audio recordings
as the number of loudspeakers used, and this comes at the
expense of increased storage and transmission requirements
compared to two-channel stereo. This is important in many
network-based applications, such as Digital Radio and Internet
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audio. Consequently, many compression techniques have been
proposed in order to provide efficient solutions in several
bitrate-constrained applications. Multichannel audio coding
methods, such as MPEG Advanced Audio Coding (AAC) [1],
[2] and Dolby AC-3 [3] achieve a significant coding gain but
remain demanding for many low-bandwidth applications, such
as streaming through the Internet and wireless channels.

An approach towards realizing higher compression ratios
than those achieved by the aforementioned methods is to
further exploit interchannel similarities. It must be mentioned
that AAC and AC-3 both include algorithms that exploit in-
terchannel redundancy, such as Mid/Side Coding [4] (usually
applied in the lower frequency bands) and Intensity Stereo
Coding [5] (usually applied in the higher frequency bands).
In Mid/Side Coding, the sum and the difference signals of the
stereo channels are quantized and coded instead of coding the
actual channels separately. In Intensity Stereo Coding, only
the sum signal of the channels is coded, as well as directional
information as side information. A more recent method for
better exploiting interchannel redundancy is described in [6],
where the Karhunen–Loève Transform (KLT) is applied to
multichannel audio signals within the AAC algorithm. Con-
sidering the 5.1 multichannel setting, Dolby AC-3 achieves
at minimum a data rate of 320 kb/s for transparent audio
coding (i.e., audio quality perceptually indistinguishable from
the original uncompressed audio recording) [3], although a
typical operating data rate for AC-3 is 384 kb/s. For the case
of MPEG-2 AAC the minimum data rate of 320 kb/s for 5.1
channels with transparent quality has been reported in [7]. The
method of [6] encodes multichannel audio signals at a data rate
of 64 kb/s per channel.

Recently, MPEG Surround [8] has been introduced, achieving
significant compression of multichannel audio recordings.
MPEG Surround is based on the Spatial Audio Coding (SAC)
concept. In SAC, only the spatial image of a multichannel audio
signal is retained, by encoding one channel of audio (reference
channel, which can be a downmix signal) and the parameters
that capture the multichannel spatial image as side information.
At the decoder, the original spatial image of the multichannel
recording can be recreated, by applying the extracted spatial
cues to the reference channel. MPEG Surround is based on the
work on Binaural Cue Coding (BCC) [9], [10] and Parametric
Stereo [11]. In MPEG Surround, it is possible to encode each
channel with side information of only a few kb/s without
significant loss in the spatial image. For MPEG Surround, rates
as low as 48 kb/s for 5.1 multichannel audio of high-quality
(not transparent though) have been recently reported [12]. It
is noted that for backward compatibility with two-channel
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stereo decoders, an alternative implementation of MPEG Sur-
round suggests using a two-channel reference signal instead of
using a monophonic downmix. Other recent improvements in
multichannel audio coding include the improvement of AAC
using Spectral Band Replication (SBR) [13], namely HE-AAC
(High-Efficiency AAC) and HE-AAC v2 (version 2) which
additionally incorporates the concepts from Parametric Stereo.
In a recent report of the European Broadcasting Union (EBU)
[14], several multichannel audio coding methods including
Dolby AC-3, MPEG AAC, HE-AAC v2, MPEG Surround
among others were tested using the MUSHRA subjective
testing methodology. In this test, HE-AAC proved to be the
most efficient, producing “Excellent” quality in the MUSHRA
scale for 5.1 content at 160 kb/s on average for the various
audio recordings used (however for some recordings the result
was lower). MPEG Surround was found to be more useful for
cases of low-bitrate applications (when nontransparent quality
is acceptable).

In this paper, the focus is on immersive audio and more
specifically on its application in music reproduction (especially
live concert hall performances). In this case, immersive audio
is largely based on enhanced audio content, which translates
into using a large number of microphones (spot microphone
signals) for obtaining a recording, containing as many sound
sources as possible. These sources offer greater spatial fidelity
to the listener, but are also useful for providing interactivity
between the user and the audio environment. The increase in
audio content, combined with the strict requirements regarding
the processing, network delays, and losses in the coding and
transmission of immersive audio content, are issues that can be
addressed based on the methodology proposed in this paper.
In this paper, the audio signals that are captured by the various
microphones in a venue are encoded before they are mixed into
the final multichannel mix. This is expected to offer a flexible
reproduction of these signals at the decoder, which translates
into allowing space for interactive applications at the client
side. Examples of such interactive applications include virtual
presence in a concert at a particular venue in real-time, remote
collaboration of geographically distributed musicians, and so
forth.

The process of mixing the multiple audio signals at the de-
coder can be termed remote mixing. Remote mixing is impera-
tive for immersive audio applications, since it offers the amount
of freedom for the creation of the content that is needed for in-
teractivity. It is noted that remote mixing, when the user is not
an experienced audio engineer, can be accomplished in practice
by storing at the decoder a number of predefined mixing “files”
(meta-data) that have been created by experts. In fact, recently
proposed extensions on multichannel audio coding methods are
becoming increasingly focused on the concept of interactivity
in audio reproduction. The research in BCC [9], [10] includes
the notion of “flexible rendering” for this purpose. The current
MPEG work on Spatial Audio Object Coding (SAOC) [12] ex-
tends these concepts by spatially coding audio “objects,” cor-
responding in many practical cases to the spot signals exam-
ined here. Of relevance is also the work on Spatial Audio Scene
Coding (SASC) [15], which extends SAC in the sense that it is
based on extracting the spatial cues of the audio channels for

reproducing the perceived audio scene rather than the original
channel configuration, and for this reason it is claimed to be
more “universal” than SAC. The method proposed in this paper
is also focused on offering flexible (i.e., interactive) audio ren-
dering. However, in contrast to the aforementioned methods,
our approach encodes the actual content of the spot audio sig-
nals, and not only the spatial image of the recording. In this
sense, it can be claimed that the proposed methodology offers
more freedom for flexible rendering applications compared to
SAC-based approaches. On the other hand, the proposed ap-
proach is more demanding in bitrates and less scalable than
SAC-based approaches.

It is of interest to mention the work of [16], where a recorded
scene is split into foreground and background components.
Since the main interest in that work is to reconstruct a virtual
3-D audio scene based on field recordings it is considered as
complementary to the work proposed here. Of relevance is also
the work of [17], where the interest is to modify the source
signals’ spatial image when access to the original channels
or field recordings is not possible. In that case, the authors
propose using independent component analysis (ICA) in order
to analyze the various audio sources, and the spatial image of
these sources is subsequently obtained and modified. From the
analysis of this and the previous paragraph it becomes clear
that providing interactivity and an immersive audio experience
to the listener is becoming indeed a central goal in current
multichannel audio research.

In this paper, the Sinusoids plus Noise Model (henceforth re-
ferred to as SNM for brevity)—also known as deterministic plus
stochastic decomposition—which has been used extensively for
monophonic audio signals, is introduced in the context of low-
bitrate coding for immersive audio applications. The proposed
approach is to encode one audio signal only (which can be one of
the spot signals or a downmix), while for the remaining spot sig-
nals only the parameters required for resynthesis of the content
at the decoder are retained. These parameters are the sinusoidal
parameters of each spot signal, as well as the short-time spectral
envelope (estimated using Linear Predictive—LP—analysis) of
the noise component of each spot signal. It is noted that the noise
component is essentially the modeling error of the SNM. In con-
trast to these model parameters which can be encoded using a
small amount of information, the true noise part of the SNM
model is quite demanding with respect to coding rates. For this
reason, the noise part of only the reference signal is retained.
For resynthesis, each spot signal is reconstructed by adding its
sinusoidal part to an estimated noise part. In turn, this noise part
is synthesized by filtering the residual signal obtained from the
reference channel with the time-varying noise envelope of each
particular spot signal. This procedure, described in our recent
work as noise transplantation [18], is based on the observation
that the noise component of the spot signals of the same mul-
tichannel recording are very similar when the sinusoidal part
has been captured by an appropriate number of sinusoids. For
multiple spot signals without any similarities in their content,
it is shown in this paper that the same transplantation proce-
dure is valid if the noise component is obtained from a reference
signal which is a downmix of the multiple audio recordings. The
modeling and coding stages are described, and the bitrates that
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the proposed system can achieve while retaining audio quality
above 4.0 perceptual grade are experimentally found. Since in
this paper there are two noise quantities described, the noise
part of the SNM, as well as its whitened residual, at this point
we clarify the terminology used in the remainder of this paper.
Specifically, the following components are used:

• The sinusoidal part of the audio signal, which is given as
a summation of a small number of sinusoids per signal
segment.

• The noise part of the audio signal, which is the difference
between the original audio signal and its sinusoidal part,
and is modeled here as an autoregressive (AR) process.

• The residual part of the audio signal, which is the
remainder of the noise part after its short-time spectral
envelope has been extracted, or equivalently, the whitened
version of the noise part.

Based on this description, the parameters of the model that are
retained are the sinusoidal parameters and the spectral envelopes
of the noise part. The residual part, which is costly to encode
due to its noise-like nature, is not retained. In the decoder, an
estimate of this signal is obtained by the reference signal used
in our model, which is one of the spot signals or their dowmix,
depending on whether the spot signals contain common infor-
mation or not, respectively.

To our knowledge, this is the first attempt to tailor and apply
the sinusoidal model to high-quality multichannel and im-
mersive audio applications. In principle, the proposed method
attempts to model each microphone signal with respect to a
reference audio signal, so in this sense it follows the SAC
philosophy. However, as explained, the proposed method offers
more flexibility regarding interactivity compared to SAC-based
approaches, which is essential in many immersive applications.
It is pertinent to refer the reader to the work in [19], where
the sinusoidal model was also applied in the context of multi-
channel audio coding. In that work, the sinusoidal parameters of
the various channels of a multichannel recording are estimated
simultaneously using a multichannel matching pursuit. As an
application, the author proposed using this model as a front-end
for SAC, where the spatial parameters are estimated based on
the sinusoidal model, and the reference signal can be obtained
by a summation of the sinusoidal parameters of the various
channels. However, no treatment for the noise part is provided,
and there is no indication of the resulting audio quality of the
method.

It is noted that the approach proposed in this paper is based on
our previous work in [20]. There, a multiresolution source/filter
model was applied for coding of the spot recordings and resyn-
thesizing them from a reference signal. In that work, a signif-
icant issue was the leakage, from the reference channel to the
resynthesized recordings, of information that was not initially
part of the recorded spot signals. This issue is usually described
as crosstalk. In this current work, the objective has been to alle-
viate this issue by the use of the sinusoidal model, additionally
to the source/filter model. It is shown here that indeed the sinu-
soidal model can achieve this objective, at the expense of higher
bitrates for coding.

The remainder of this paper is organized as follows. In
Section II, a brief overview is given of how the multichannel

recordings are obtained in concert hall performances, which are
the main concern in this paper. In Section III, a description is
provided of the sinusoids plus noise model, which is the basis of
our modeling method. In Section IV, the noise transplantation
procedure is described, which is the central idea of this paper.
Section V focuses on the coding of the model parameters, and
is divided in two subsections: Section V-A, which describes
the background theory for the quantization of the sinusoidal
parameters, and Section V-B which explains how the noise
spectral envelopes can be encoded. In Section VI, subjective
results are provided for both the modeling and coding parts of
the proposed algorithm. Emphasis is given on the modeling
rather than the coding side, since the coded parameters include
sinusoidal and spectral envelope parameters, which have been
considered extensively in the past. The paper closes with
concluding remarks in Section VII.

II. MICROPHONE SIGNALS OF A MULTICHANNEL RECORDING

In this section, we briefly describe the procedure of creating
a multichannel audio recording using multiple microphones
placed in a recording venue, such as a concert hall. In this paper,
we mainly focus on live concert hall performances. A number
of microphones is used to capture several characteristics of the
recording venue, resulting in an equal number of microphone
signals (stem recordings). Our main goal is to design a system
that is able to recreate, at the receiving end, all of the target
microphone signals from a smaller set of reference microphone
signals (or even only one, which could be a sum signal).
The result would be a significant reduction in transmission
requirements, while enabling interactivity at the receiver. For
achieving high quality resynthesis, we propose the use of some
additional information for each microphone with the constraint
that this additional information requires minimal data rates for
transmission. By examining the acoustical characteristics of
the various stem recordings, the distinction of microphones is
made into reverberant and spot microphones.

Spot microphones are microphones that are placed close to
the sound source. The recordings of these microphones depend
primarily on the instruments that are near the microphone and
not so much on the hall acoustics; these recordings recreate
the sense that the sound source is not a point source but rather
distributed such as in an orchestra. Hence, resynthesizing the
signals captured by these microphones involves enhancing cer-
tain instruments and diminishing others, which in most cases
overlap in time and frequency. Reverberant microphones are the
microphones placed far from the sound source, which mainly
capture the reverberation information of the venue. Here, we
focus on the recordings made by spot microphones. Modeling
of reverberant microphones has been considered in our earlier
work, where linear time-invariant filters were proposed for
transforming a reference signal into a given reverberant signal
[21].

III. SINUSOIDS PLUS NOISE MODEL

The sinusoidal model was initially applied towards the anal-
ysis/synthesis of speech [22]. Under this model, a signal
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is represented as the sum of a small number of sinusoids with
time-varying amplitudes and frequencies. This can be written as

(1)

where and is the instantaneous amplitude and phase
of the th sinusoid, respectively. To estimate the parameters of
the model, one needs to segment the signal into a number of
short-time frames and compute a short-time frequency repre-
sentation for each frame. Subsequently, the prominent spectral
peaks are identified using a peak detection algorithm (possibly
enhanced by perceptual-based criteria, e.g., [23]). Interpolation
methods and tracking of sinusoids, such as [24] and [25], can
be used to increase the accuracy of the parameter estimation.
Each peak at the th frame is represented as a triad of the form

(amplitude, frequency, phase), corresponding to
the th sinewave. In our implementation we apply a peak contin-
uation algorithm in order to assign each peak to a frequency tra-
jectory by matching the peaks of the previous frame to the cur-
rent frame, using linear amplitude interpolation and cubic phase
interpolation. However we mention that Overlap-Add (OLA)
approaches in sinusoidal analysis/synthesis, such as [26]–[30],
can also be employed within the context of the proposed re-
search. The latter methods are attractive in practice since peak
continuation is not required.

The sinusoidal model of (1) is not appropriate for a
high-quality manipulation of audio signals, because these
signals contain stochastic (i.e., unstructured, noise-like) com-
ponents as well. A more accurate representation of audio
signals is achieved when a stochastic component is included in
the model. Although such a model is described under various
names in the literature, it is described generally here as the
sinusoids plus noise model. We briefly refer to this model as
SNM. It is noted that SNM does not correspond to a particular
implementation but rather to the general concept as described
next.

In SNM, the signal representation is obtained by including
in the model a noise part as well, i.e., for each short-time
frame the signal can be represented as

(2)

Practically, after the sinusoidal parameters are estimated, the
noise part is computed by subtracting the sinusoidal part from
the original signal.

Several variations of the sinusoids plus noise model have been
proposed for applications such as signal modifications and low
bitrate coding, focusing on three different problems: 1) accu-
rately estimating the sinusoidal parameters from the original
spectrum, 2) representing the modeling error (noise part), and
3) representing signal transients. Problem 1) has been exten-
sively treated for speech signals, e.g., [22], [31], and variations
of these approaches have been extended to wideband audio. In
music, a sinusoids plus noise model was first proposed in [24].
For addressing problem 3), use of damped sinusoids and AM

modulated sinusoids (instead of constant amplitude sinusoids)
has been proposed (e.g., [32], [33]). A multiresolution anal-
ysis method [34] has also been proposed for better estimating
the sinusoidal parameters by passing the signal through an oc-
tave-spaced filterbank, combined with transform coding of tran-
sient components. The noise is modeled based on a Bark-band
noise model, as in [35].

In this paper, the focus is on the problem of noise representa-
tion, concentrating on the multiple signal (multichannel) case.
In the first SNM derivation for audio signals [24], the noise part
was modeled based on a piecewise-linear approximation of its
short-time spectral envelope, or alternatively its linear predic-
tive coding (LPC) envelope (assuming white noise excitation
during synthesis). Popular methods for modeling the noise part
have been described in [35] and [36]. In the former approach,
the spectrum of the noise signal is divided into critical bands
and the spectral envelope is estimated by retaining the energy
in each band. Then, the piecewise constant envelope is added to
the sinusoidal part, in the frequency domain, where the phase
spectrum of the noise part is estimated using a uniform random
phase. The approximated signal is finally computed by taking
the inverse Fourier transform of the aforementioned spectral
sum. In the latter approach, the envelope of the noise part is
estimated based on a perceptually motivated LPC computation,
based on the masking threshold [37]. The noise part is recon-
structed by filtering white noise by the estimated LPC filter.

Based on the above description, single-channel SNM
methods focus on modeling the noise part using only its per-
ceptually relevant (short-time) spectral envelope. While these
methods offer the advantage of low bitrate coding for the noise
part, the resulting audio quality is worse than the quality of the
original audio signal: subjective results with average grades
below 4.0 in a 5-grade scale have been reported for the afore-
mentioned methods [36]. This is also true for the HILN method
of [38] (Harmonic and Individual Lines plus Noise) which is
part of MPEG-4, and models the noise part by retaining only
the LPC envelope and filtering white noise for resynthesis.

In this paper, we are interested in low-bitrate high-quality
audio modeling, which we show is feasible when more than one
signals are to be encoded simultaneously. In this paper, the SNM
is applied for simultaneously modeling more than one audio sig-
nals, i.e., in a multichannel manner.

In our case, it is desirable to achieve a high-quality result,
i.e., grades above 4.0 in a 5-grade perceptual scale. We focus on
the sinusoids plus noise model of [24]. Although more recent
models offer improved modeling using fewer sinusoidal compo-
nents [23], our objective is to provide a proof of concept for the
noise transplantation procedure that is described in Section IV.
In other words, we are interested to show that indeed our ap-
proach results in good audio quality compared both to the sinu-
soids-only model and to the original recording as well. This is
regardless of the specific implementation of the SNM method
that is used, as long as the spectral envelope of the noise is re-
tained in some form. In this paper, we model the noise part
of the sinusoidal model as the result of filtering a residual part
with an AR filter that models the noise part spectral envelope.
The choice of AR filters, as opposed to using general ARMA
filters, is due to the efficiency of linear predictive (LP) analysis
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Fig. 1. Diagram of the proposed analysis approach. The per-frame sinusoidal and noise spectral envelope parameters are retained as side information and coded.
The reference signal is created as a downmix of the residuals of the various spot signals, and coded using a monophonic audio coder. Alternatively, if the various
spot signals contain a high degree of common information, the reference signal can be one of the spot signals.

for estimating the AR filter coefficients. Thus, we assume the
following equation for the noise part of the sinusoidal model

(3)

The quantity is the noise part, while is the residual
part and is the AR filter order. The th-dimensional
vector represents the coefficients
of the LP filter, directly related to the spectral envelope of the
noise part . In the frequency domain, (3) becomes

(4)

where and are the power spectra of and
, respectively, while

(5)

is the frequency response of the LP filter . As explained in
Section I, in this paper there are two noise quantities introduced,
i.e., the noise part and its whitened version which is
the residual part.

IV. NOISE TRANSPLANTATION

In this section, we describe the main novelty of our proposed
approach, namely noise transplantation. Consider a collection
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Fig. 2. Diagram of the proposed resynthesis approach. The side information parameters are decoded back into the original sinusoidal and spectral envelope pa-
rameters, with some quantization error. The reference signal is first decoded, and then filtered by the spectral envelope of each spot signal to recreate the sinusoidal
error signal. This is then added to the corresponding sinusoidal parameters to resynthesize the estimate of the original spot signal.

of spot microphone signals that need not necessarily have
similar acoustical content. The proposed modeling approach is
divided in two parts, the analysis part, which is followed by the
coding of the model parameters at the transmitter, and the resyn-
thesis part, which follows the decoding of the model parameters
at the receiver. In this section, the analysis/synthesis model is
described. In Section V, the method of encoding/decoding the
model parameters is described.

A. Analysis Model

We encode as one audio channel the reference signal. At this
point, we clarify the fact that the residual can be obtained using
one of the following alternative methods, depending on the ap-
plication.

• Case 1: The reference signal can be a downmix of the
residual parts of the various spot signals. This is the case
examined in the remainder of this section, and is the case
applied for obtaining the results in Figs. 4–6, in Section VI.

• Case 2: The reference signal can be a downmix of the var-
ious spot signals.

• Case 3: The reference signal can be one of the spot signals
(or its residual). This is the case applied for obtaining the
results in Figs. 3 and 7, in Section VI.

In all cases, the reference signal is used for obtaining the
residual part of the spot signals in the decoder. Thus, the ad-
vantage in Case 1 is that this residual is equal to the reference
signal, while in Cases 2 and 3 the residual must be obtained
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by LP analysis of the reference signal at the decoder, after the
sinusoidal parts of all spot signals have been subtracted. One
issue, though, with Case 1 is that the reference signal is proposed
here to be encoded using a monophonic encoder, such as MP3.
This is not optimal for the particular reference signal which is a
sum of residual signals (instead of recorded audio signals) and
thus could be more efficiently coded by exploiting this fact. This
issue was not further examined in this paper. In this sense, the
proposed coding approach for the reference signal is more suit-
able for Case 2. Also, another advantage for Case 2 is that, in-
stead of encoding a monophonic downmix of the spot signals,
it could be possible to encode a two-channel dowmix so as to
allow for backward compatibility with stereophonic decoders,
as in some SAC schemes. Finally, Case 3 is advantageous for
concert hall recordings, where usually two of the multiple spot
signals are used as the stereo channels for stereophonic repro-
duction. In that case, one or both of these signals could be used
for obtaining the residuals at the decoder, so that stereo compat-
ibility is achieved by using as reference the actual stereophonic
channels.

The spot signals are modeled by the SNM, as explained in
the previous section, retaining their sinusoidal components, and
the noise spectral envelope (filter in (3)). This procedure is the
modeling part of the proposed algorithm, which is then followed
by the encoding of the reference signal and the side information
(the sinusoidal parameters and the noise spectral envelopes).

The analysis procedure is depicted in Fig. 1. Denoting the
originally recorded spot signals as , ,

and following the notation of the previous section, the analysis
procedure can be summarized as follows.
Step 1) Obtain the th frame sinusoidal parameters of spot

signal , denoted as ,
, where denotes the user-defined number

of sinusoids per frame.
Step 2) Obtain the noise part of spot signal denoted as

, which is given by the following relation for
the th frame

(6)

Step 3) Obtain the th frame LPC vector of the noise part
, denoted as .

Step 4) Obtain the th frame residual part , denoted as
, using the relation

(7)

The above relation can be written in the frequency
domain (power spectral densities) as

(8)

The per frame energy of the residual part must also
be retained, as will be explained in the description

of the resynthesis procedure. This coefficient is de-
noted as . This coefficient is

scalar quantized in this work, using 16-bit uniform
resolution, since the required bitrate for transmis-
sion even without any further coding is negligible.

Step 5) Obtain the reference signal as a downmix of
the residual signals , i.e.,

(9)

The downmix signal can be obtained in a framewise manner,
using an overlap-add process. Different weights for each
residual signal can be used when creating the downmix. As
explained, the original spot signals can be alternatively used
for creating the reference signal. In that case, the residual
part of the reference signal must be obtained in the decoder,
by estimating its sinusoidal model. In cases when significant
leakage exists among the spot signals (e.g., when these are
obtained from a concert hall recording), one of the spot signals
can be used as a reference signal.

The model parameters, i.e., the per-frame sinusoidal param-
eters and LPC vectors , are encoded using
the method described in Section V and transmitted to the re-
ceiver. The reference signal is also encoded using a monophonic
audio encoder such as MP3, and transmitted.

B. Resynthesis Model

In order to reconstruct the spot signals, the residual parts are
needed. Under the proposed approach, the reference signal is
used as the residual part in order to resynthesize all spot sig-
nals in the following manner. First this noise is filtered by each
of the LP spectral envelopes (one for each spot signal). Then,
the derived signal is added to the corresponding sinusoidal part
in order to recreate the high-quality resynthesized spot signals.
This procedure is the resynthesis phase of our method, i.e., after
decoding the encoded reference signal and side information pa-
rameters.

The resynthesis procedure is depicted in Fig. 2. The decoded
model parameters are first obtained as will be explained in
Section V. Since the parameter encoding/decoding procedure
will introduce quantization error, the model parameters at the
decoder side are denoted as and vector .
Similarly, the reference signal at the decoder is denoted as

. The resynthesis process can be summarized as follows.
Step 1) Obtain the th frame estimate of the residual part

, denoted as , using the reference signal,
i.e.,

(10)

Step 2) Obtain the estimate of the noise part of spot signal
, denoted as , which is given by the fol-

lowing AR relation for the th frame

(11)
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In the frequency domain (power spectral densities),
the above relation can be written as follows:

(12)

It is noted that (12) produces an approximation of
the noise part since the reference signal is used in-
stead of the residual part of the corresponding spot
signal. The exact relation that produces the noise
part from its corresponding residual part based on
the LPC model is in fact (4), which can be written
for spot signal as

(13)

Since for each frame the reference signal is
used instead of the actual residual signal , the en-
ergy normalization of (10) is needed. Consequently,
the per-frame energy of the correct residual signal

for each spot signal must be retained, along with
the corresponding LPC vector, as mentioned in the
analysis model description. The audio improvement
of this normalization was perceptible in preliminary
listening tests we conducted.

Step 3) Obtain the th frame estimate of spot signal ,
denoted as , using the estimated noise part
from Step 2 and the decoded sinusoidal parameters

(14)

The final spot signal estimate can be obtained in a
framewise manner using overlap-add. Clearly, the objective of
the proposed approach is to avoid encoding the residual part of
each of the spot signals. This is important, as the residual part (as
well as the noise part) is in general of highly stochastic nature,
and cannot be adequately represented using a small number of
parameters. Consequently, this part of each spot signal is costly
to be fully coded (e.g., using MP3) for low bitrate applications.
We note that modeling such signals with parametric models re-
sults in low-quality audio resynthesis. It is shown, later in this
paper, that the noise transplantation method can result in signif-
icantly better quality audio modeling compared to parametric
models for the residual signals. This is true even when using
as low as ten sinusoids, which is very important for low bitrate
coding, since less parameters must be encoded.

V. CODING OF SPOT SIGNALS

The model parameters to be encoded at the transmitter con-
sist of the sinusoidal parameters and the LP parameters per spot
microphone signal. Coding of such parameters has been con-
sidered extensively in the literature. Thus, in this section two
representative methods (one for the sinusoidal and one for the
LP parameters) are briefly described. The performance of these

methods in the particular problem examined in this paper is eval-
uated in Section VI-C.

A. Coding of the Sinusoidal Parameters

We adopt the coding scheme of [39], developed for jointly
optimal quantization of sinusoidal frequencies, amplitudes and
phases. The sinusoidal parameters are quantized in polar form,
assuming a dependence of the frequency quantization on the
amplitude, and a dependence of the phase quantization on the
amplitude and the frequency. This scheme is called Unrestricted
Polar Quantization (UPQ) and represents a combination of three
scalar quantizers, based on high-rate quantization. High-rate
quantizers are formulated in terms of quantization point density
functions, which are defined as the inverse of the quantizer
step size , where denotes the th cell. The quantization
scheme is entropy constrained, and each reconstruction level is
transmitted with variable codeword length.

In order to derive the quantizers, the goal is to minimize, in a
frame-by-frame basis, the average weighted mean squared error
(WMSE) for sinusoids

(15)

under the entropy constraint

(16)

The given total entropy per sinusoid (amplitude, frequency, and
phase) is denoted by . The entropies and

express the entropies of the individual quantiza-
tion parameters. The mean squared error (MSE) introduced
by the quantization of the th sinusoid is assigned a percep-
tual weight , which is defined as ,
where is the masking threshold at the frequency of the cor-
responding sinusoid [40]. The MSE over a frame of length

, can be expressed as

(17)

where and are the non-quantized and
quantized sinusoidal parameters, respectively, and denotes
the expectation operation. Thus, the optimization problem is
to minimize the WMSE in (15) under the constraint expressed
in (16). This constrained minimization problem can be solved
using the method of Lagrange multipliers. The evaluation of
the Euler–Lagrange equations with respect to the point densi-
ties and (corresponding to amplitude, fre-
quency, and phase, respectively) give the optimum quantization
point densities [39]

(18)
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(19)

(20)

where and are the arithmetic and geometric mean of
the perceptual weights of the sinusoids, respectively,

and . The
quantities , , and are the differential entropies
of the amplitude, frequency and phase variables, respectively,
while denotes the marginal pdf of the amplitude variable.

B. Coding of the Spectral Envelopes

The second group of parameters for each spot signal that need
to be encoded are the spectral envelopes of the noise part. We
follow the quantization scheme of [41]. The LP coefficients of
each spot signal that model the noise spectral envelope are trans-
formed to line spectral frequencies (LSFs) which are modeled
by means of a Gaussian mixture model (GMM), defined as

(21)

In the equation above, is the normal multivariate
distribution with mean vector and covariance matrix is
the prior probability of Gaussian class , and is the number of
classes. The covariance matrix of each class can be diagonalized
using eigenvalue decomposition as

(22)

where . The matrix is diagonal and contains
the corresponding eigenvalues of , while is the matrix
containing the corresponding set of orthogonal eigenvectors
of , for the th Gaussian class of the model. Then, the
Karhunen–Loève Transform (KLT) substitutes each LSF vector
for time segment , , with another decorrelated vector ,
where . Afterwards, the components of the
vector can be independently quantized by a nonuniform
quantizer, i.e., through a compressor, a uniform quantizer and
an expander. Each LSF vector is classified to only one of the
Gaussians, so that the above scheme can be applied. This clas-
sification is performed in an analysis-by-synthesis manner. For
each LSF vector, the log spectral distortion (LSD) is computed
for each GMM class, and the vector is classified to the class
associated with the minimal LSD, which is defined as

(23)

where is the sampling rate, are, respectively,
the LP power spectra corresponding to the original vector ,
and the quantized vector , for each class . In
the decoder side of the quantization procedure, the correlated
version of the quantized vector is reconstructed by left multi-
plying of the reconstructed with the matrix . Finally, the

class mean is added to obtain the quantized value of , de-
noted as .

VI. PERFORMANCE EVALUATION

In this section, we examine the modeling as well as the
coding performance of our proposed system, with respect to
the resulting audio quality. For this purpose, several listening
tests were performed, both in monophonic as well as in stereo-
phonic settings, evaluating first the modeling approach, and
subsequently the coding of the model parameters.

For the results of this section, a 30-ms analysis/synthesis
frame was used for the sinusoidal model with 50% overlap (with
overlap-add synthesis) for all sinusoidal model implementa-
tions. For the noise modeling using our proposed approach, we
used tenth-order LPC analysis, with a window of 23 ms and
75% overlap. The sampling rate was 44.1 kHz for the music
waveforms and 22 kHz for the speech waveforms.

A. Modeling Performance Using Monophonic Test Signals

For the results of this section we used two monophonic mi-
crophone signals of a multichannel recording of a concert hall
performance.1 These signals are actual spot microphone signals.
One of the microphones captures mainly the male voices of the
orchestra’s chorus and is used here as the spot signal, while
the other one mainly captures the female voices and is used
as the reference signal. This two-signal example can be easily
extended to an arbitrary number of recordings. In this test, the
objective is to resynthesize the male chorus signal using its si-
nusoidal parameters and noise part spectral envelopes, using the
residual part of the female chorus. The two recordings used here
were chosen based on the fact that they have been used in our
previous experiments with other modeling methods [20].

Twelve listeners participated in the listening tests individu-
ally, under the same environmental conditions (i.e., a quiet office
space), using high-quality headphones (Sennheiser HD-650).
From the two concert hall recordings, we chose three different
parts of the performance with 10-s duration each (referred to
as Signals 1–3). In order to compare the quality of the resyn-
thesized (side) signal with respect to the original microphone
recording, we conducted three different listening tests, which
were performed following the ITU-R BS.1116 [42] recommen-
dations (no anchor signals were used). The grades characterize
the quality of the resynthesized signal in relation to the original
recording, “5” corresponding to “not perceived” (difference in
quality), “4” to “perceived but not annoying,” “3” to “slightly
annoying,” “2” to “annoying,” and “1” to “very annoying.”

In Fig. 3, we plot the average subjective grades for each of the
three test signals. Each of the two figures corresponds to a dif-
ferent choice of sinusoidal parameters per frame. The upper plot
corresponds to 40 sinusoids and the lower plot to 10 sinusoids
per frame. A graphical representation of the 95% confidence in-
terval is indicated by the two horizontal lines above and below
the mean value. In each of the two different plots of Fig. 3, the
following results are depicted. The squares correspond to the si-
nusoidal model without retaining the noise envelope (denoted
as “sin” in the figure). The stars correspond to our proposed

1Provided by Prof. C. Kyriakakis of the University of Southern California.
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Fig. 3. Results from the quality rating monophonic listening tests corre-
sponding to sinusoidal modeling with (a) 40 sinusoids per frame (middle),
and (b) ten sinusoids per frame (lower). The proposed method (“sin �
LPC Residual”) is tested against the sinusoids-only model (“sin”), the CBE
noise model of [35] (“sin � CBE Noise”), and the PLPC noise model of [36]
(“sin � PLPC Noise”). A version of our proposed method using the PLPC
noise envelope estimation (“sin � PLPC_residual”) instead of using the LPC
method is also tested.

model (“sin LPC Residual”). The triangles correspond to en-
hancing the sinusoidal model using the Critical Band Energy
(CBE) method of [35], which models the noise part by retaining
only its energy in each critical band (“sin CBE Noise”). The
circles correspond to enhancing the sinusoidal model with the
Perceptually-motivated LPC estimation (PLPC noise modeling
method of [36], “sin PLPC Noise”). In the latter method, a
perceptually estimated spectral envelope of the noise part is re-
tained. It must be noted that the CBE and PLPC methods are
single-channel noise modeling methods for the SNM model,
and the residual part is obtained by a random number gener-
ator (uniformly random phase for CBE, white noise for PLPC).
An alternative version of our noise transplantation method using
PLPC estimation of the noise envelopes (instead of LPC) was
implemented and tested in this test (“sin PLPC Residual,”
denoted in the figure using the inverted triangles). The novelty
in our approach is the use of the residual part from the refer-
ence signal, which can be adapted for any other model where a
residual part is needed (including PLPC), and is only possible
in the joint modeling scenario that is examined here. For all five
cases examined (sinusoidal model only, our approach, our ap-
proach using PLPC, CBE, and PLPC filtering white noise), the
sinusoidal parameters are the same, for straightforward compar-
ison of the results.

The results of Fig. 3 indicate that all noise modeling methods
are superior in comparison to the model based on sinusoidal pa-
rameters only. Clearly, the noise part of the sinusoidal model
must be treated to achieve high-quality resynthesis. Both CBE
and PLPC approaches achieve an improvement over the sinu-
soids-only model. Their resulting audio quality, though, remains
lower than our proposed method using LPC or PLPC envelope
estimation. Especially for the ten sinusoids case, our noise trans-
plantation method retains a grade around 4.0 (as in the case
of 40 sinusoids), while the two other noise modeling methods
achieve a grade below 3.0. This can be attributed to the fact that
the PLPC and CBE methods treat the envelope of the noise part

Fig. 4. Results from the monophonic quality rating listening tests for the
downmix case, corresponding to sinusoidal modeling with (a) 40 sinusoids per
frame (squares), and (b) ten sinusoids per frame (triangles).

only, while our method provides a residual part as well, as ex-
plained, at the expense of higher bitrate (corresponding to en-
coding the reference signal). The fact that the audio quality in
our method remains high even for a low number of sinusoids
per frame, directly translates into a significant coding benefit,
since less sinusoidal parameters must be encoded per frame.
This is especially important given that in previously reported
applications of the sinusoidal model (mainly in speech coding),
14–20 bits per sinusoid were needed for high-quality results
(e.g., [39], [43], [44]). It also noted that the LPC and PLPC en-
velope estimation methods under our noise transplantation ap-
proach achieve very similar audio quality. Given that LPC is
simpler to implement, this was the method used for envelope
estimation in our approach for the remainder of Section VI.

We also examine here the resynthesis quality of various spot
signals from a downmix signal. This is important in cases where
spot signals do not contain similar audio content, which is often
the case in studio recordings. We used seven audio signals for
the test. Each reference sound file used contained a sum of the
residual parts of two original recordings, and more specifically
the following reference signals were created: 1) bass singer plus
soprano singer, 2) electric guitar plus rock singer, 3) harpsichord
plus violin, 4) female plus male speech, 5) trumpet plus violin,
6) violin plus guitar, and 7) violin plus harpsichord. These seven
signals correspond one-to-one to Signals 1–7 in the subjective
results depicted in Fig. 4 (again the ITU-R BS.1116 method-
ology with no anchors was followed). The recordings of the bass
singer, soprano singer, harpsichord, trumpet, and violin are ex-
cerpts from the EBU SQAM (Sound Quality Assessment Mate-
rial) test disc.2 These are stereo recordings, and only one of the
two channels was used in this experiment. The recordings of the
electric guitar and the rock singer are spot recordings which are
a courtesy of rock band “Orange Moon.” The speech signals
were obtained from the VOICES corpus,3 available by OGI’s
CSLU [45]. The instrument that is referred first in the above list
is the instrument (side signal) that we wanted to resynthesize

2http://sound.media.mit.edu/mpeg4/audio/sqam/
3http://www.cslu.ogi.edu/corpora/voices/
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from the sum signal (reference signal). In this experiment 12
volunteers participated.

The results depicted in Fig. 4 include the average subjective
results (along with the 95% confidence intervals) for all seven
signals modeled by our method, using 40 sinusoids (squares)
and ten sinusoids (triangles) per time frame. From the results of
this monophonic downmix subjective test we can notice that in
the 40 sinusoids case, Signals 1–5 achieve a grade above 4.0,
while Signals 6–7 achieve a grade below 3.0 because the per-
cussive sounds cannot be adequately modeled by the SNM, and
significant information remains in the residual. In the 10–sinu-
soids case, the performance further deteriorates for Signals 3–4
as well.

It was apparent in these tests that the main source of degra-
dation was due to leakage from the reference recording to the
resynthesized spot signal. In other words, parts of the refer-
ence signal which were not originally present in the originally
recorded spot signal (i.e., from the other spot signals), were in-
cluded in the resynthesized spot signal. This fact is an unde-
sired effect of the transplantation procedure, and can be termed
as leakage or crosstalk effect. It is not possible in practice to
avoid this crosstalk, given that the model parameters cannot
capture all the microphone-specific information and completely
“whiten” the residual part of the reference signal. At the same
time, it was clear from our tests that, apart from this interference,
the quality of the resynthesized spot signals was not severely
affected. These observations are important since the proposed
model is designed for applications when all modeled signals are
rendered simultaneously, possibly after a mixing process at the
decoder. Thus, more important than the perceived quality of the
individual recordings is the perceived quality when these are
rendered simultaneously. Given that the only degradation of the
modeled signals is the leakage among the several recordings,
this should appear in the stereophonic or multichannel setup as
an image width distortion rather than a quality distortion.

The above observations led us to test the same audio files eval-
uated in this section under a stereophonic (two-channel) setting.
In this test, the two spot signals that were used to create the ref-
erence signal were presented simultaneously to a listener using
headphones. The results are described in the following section.

B. Modeling Performance Using Stereophonic Test Signals

In the previous section, listening tests were performed under
a monophonic setting approach. In other words, the proposed
model was used in order to derive one microphone recording
(monophonic signal) from the reference signal, and this was
presented separately to each listener using headphones. In this
section, we are interested in testing the assumptions of the pre-
vious paragraph, i.e., that the leakage introduced by our model
does not affect the audio quality (if the spot signals are rendered
simultaneously), and that the amount of this leakage is small
and does not severely affect the image width of the (mixed or
unmixed) spot signals. For this reason, the following two lis-
tening tests were designed. The first test was designed in order
to test the quality of two modeled signals when rendered si-
multaneously, excluding the image width distortion. The second
test was designed to test only the image width distortion, ex-

cluding quality distortion. Both tests were performed following
the ITU-R BS.1116 [42] recommendations. In both tests 12 vol-
unteers participated, who were trained in the beginning of the
session so that they could distinguish among the types of dis-
tortion examined (using the same headphones as in the previous
tests). Separate monophonic spot recordings were modeled by
the proposed approach for deriving the sound files used in the
listening tests. In other words, from each spot signal its sinu-
soidal part (using ten sinusoids per frame as explained later) and
the spectral envelope of its noise part were retained. Also, a ref-
erence signal was created as a downmix of the spot signals. This
procedure was employed due to the fact that under the proposed
scheme the actual stereophonic or multichannel recordings are
mixed after decoding. The proposed algorithm is designed so as
to recreate the content of each spot signal separately, and is not
designed to specifically retain the relative amplitude and time
differences between the audio channels such as in SAC for ex-
ample. The relative amplitude and time differences are closely
related with the spatial image of a multichannel recording, con-
sequently in the proposed method the spatial image of an al-
ready mixed recording may be distorted. It is for this reason that
the our algorithm is proposed to be used for monophonic spot
signals and not mixed multichannel recordings, and the mixing
process in our method to be created after decoding.

The following monophonic recordings were used, each
containing a separate instrument recording (the duration of
each audio clip was around 10 s): i) bass singer, ii) soprano,
iii) trumpet, iv) harpsichord, v) violin, vi) rock singer, vii)
rock guitar, viii) male speech, ix) female speech, x) male
chorus, xi) female chorus. These signals are the same used in
Section VI-A. More specifically, signals i)–ix) are the signals
used in the downmix test (for creating the seven downmix
signals), while signals x)–xi) are the concert hall performance
spot signals, used in the test of Fig. 3.

Using these recordings, stereophonic signals were created
by mixing two monophonic signals at a time, with a relative
level difference of dB for the left and right channel (am-
plitude panning). More specifically the following signals were
created: 1) bass plus soprano, 2) guitar plus rock singer, 3) harp-
sichord plus violin, 4) female plus male speech, 5) trumpet plus
violin, 6) violin plus guitar, 7)- 9) male plus female chorus
(three different parts of the recording). The reader can view
these nine signals as the stereophonic equivalent of the signals
of Section VI-A. More specifically, Signals 1)–6) are similar to
those used for the results of Fig. 4 (violin plus harpsichord and
harpsichord plus violin is the same signal for the stereophonic
case examined here). Similarly, Signals 7)–9) correspond to the
three signals used for the results in Fig. 3.

Most of the sound files that were used in the listening tests can
be found in our web site.4 The sound examples that can be found
there correspond to the above cases 1)–7), and more specifically:
i) the original monophonic recordings; ii) their sinusoids-only
representation using ten sinusoids per frame; iii) the improved
sinusoidal representation using our proposed approach; iv) the
synthesized stereophonic recording using the original mono-
phonic pairs (with 14-dB panning); and v) the synthesized

4http://www.ics.forth.gr/~mouchtar/snm/
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Fig. 5. Results from the stereophonic quality rating listening test. Only quality
was rated, and listeners were asked to ignore image width distortion.

stereophonic recording using the modeled pairs with our trans-
plantation approach (with 14-dB panning). Clearly, the sound
files of case i) are mixed to synthesize the files of case iv), and
similarly, the sound files of case iii) are mixed to synthesize the
files of case v). Also, the sinusoidal example sound files of case
ii) are the same that are enhanced under the proposed method in
case iii). In these examples, the small amount of leakage from
one spot signal to another can be perceived, especially in per-
cussive-like sounds. At the same time, the fact that the audio
quality in the resynthesized signals remains high, excluding the
leakage effect, is also demonstrated. It is noted that these signals
were used for the results both of Figs. 5 and 6 of this section.

The nine signals described correspond to the Signals 1–9 in
the figures depicting the results of the listening tests of this sec-
tion. It is important to mention that excluding the chorus signals,
the remaining monophonic signals do not contain any common
information (crosstalk). In such cases, the proposed model can
result in high quality resynthesis if the reference signal is de-
rived as the summation (downmix) of the various monophonic
signals or their residuals, and this was the approach followed in
the tests of this section.

In the first listening test, the quality of the modeled signals
in a stereophonic setting was assessed. The listeners were asked
to grade quality while ignoring any possibly noticeable image
width distortion. Following the ITU-R [42] methodology, the
modeled signals were compared against the originally recorded
signals, mixed with the same 14-dB factors. A 5-scale grading
system (from 1-“very annoying” audio quality compared to the
original, to 5-“not perceived” difference in quality), was em-
ployed. No anchor signals were used. The results of this test are
shown in Fig. 5, where the 95% confidence intervals are shown.
It is clear from this image that the quality for all samples remains
well above the 4.0 grade, even for the more complex chorus sig-
nals.

In the second listening test, the resulting image width was
evaluated against the originally recorded signals. The proce-
dure was similar to the procedure of the first test, but now
grading referred to the resulting image width compared to the
original stereo recording. Thus, a grade of 1.0 corresponded

Fig. 6. Results from the image width rating stereophonic listening tests (ig-
noring quality distortion).

to a fully monophonic perception of the recording, while 5.0
corresponded to the image width of the original. Listeners were
instructed to ignore quality distortion. An anchor signal was
designed for this test, which was created by mixing the original
signals with level differences of 2.5 dB instead of 14 dB.
The results of this test are shown in Fig. 6, and it is clear that the
proposed approach (denoted using “x” in the figure) introduces
only a small degree of image width distortion for all nine testing
signals. At the same time, the test results for the anchor signals
(triangles in the figure) indicates that the subjects were able to
correctly perceive image width distortion in the audio clips.

Overall, the results of this section justify our claim that high-
quality resynthesis can be obtained even when using a small
number of sinusoids and LP order in each frame, as long as the
audio signals are rendered simultaneously. At the same time, the
leakage between the signals which is introduced by our model,
results only in a small degradation of the image width of the
original stereophonic recording. In this sense, it is claimed that
the results of the monophonic downmix tests of Fig. 4 are some-
what misleading, since the main source of degradation is due to
the leakage, and in that monophonic setting the listeners did not
tolerate any effect of leakage. In practice, even in cases when
the user of an interactive audio reproduction system wishes to
“move” closer to a particular instrument he/she will tolerate
some instruments being audible slightly in the background. In
other words, the results of Fig. 4 are valid only in cases when
perfect separation of the spot signals in the decoder is desired,
and in most practical scenarios the results of Figs. 5 and 6 more
accurately represent the modeling performance of the proposed
method.

C. Coding Performance

In this section, the perceived quality of the audio signals after
the proposed modeling and coding procedure is evaluated. For
this purpose we performed subjective (listening) tests by em-
ploying the ITU-R BS.1116 methodology (no anchor signals
were used). In this test, listeners graded the coded versus the
original signals using the aforementioned 5-scale grading. For
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our listening tests, we used three signals, referred to as Sig-
nals 1—3, which are the monophonic concert hall signals of
Section V-A, using ten sinusoids for our method. The female
chorus signals were used in our experiments as the modeled
(spot) signals, and the male chorus signals as the reference sig-
nals. Thus, the objective is to test whether the spot signal can be
accurately reproduced when using the residual part derived from
the reference signal. In this section our objective is to examine
the lower limit in bitrates which can be achieved by our system
without degradation of audio quality below the 4.0 level. Only
the chorus signals were used for the results of this section since
they contain more complex information compared to single in-
strument recordings, and thus quality distortions are easier to
notice using these signals.

The coding efficiency for the sinusoidal parameters was
tested for a given (target) entropy of 28 and 20 bits per sinusoid
(amplitudes, frequencies and phases in total), which gives a
bitrate of 14 kb/s and 10 kb/s, respectively. It is noted that an
analysis/synthesis window of 40 ms was used for the results of
this section, since this allowed for a decreased bitrate compared
to 30 ms, without noticeable degradation in the audio quality.
It is noted that by applying more recent methods in sinusoidal
audio coding such as [43] and [44], a lower bitrate in the order
of 20% for the sinusoidal part may be obtained, for similar
audio quality as the one given in our tests.

Regarding the coding of the LP parameters (noise spectral en-
velope), 28 bits were used per LSF vector which corresponds to
4.8 kb/s for the noise envelopes. Thus, the resulting bitrates that
were tested are 18.8 kb/s and 14.8 kb/s (adding the bitrate of the
sinusoidal parameters and the noise envelopes). This is in fact
the target (theoretical) bitrate. By measuring the bit allocation
in the actual experiments, the corresponding practical bitrates
become on average 15.04 kb/s and 12.06 kb/s for the sinusoidal
part, and 5.73 kb/s for the noise envelopes. This results in av-
erage practical rates of 20.77 kb/s and 17.79 kb/s for the target
rates of 18.8 kb/s and 14.8 kb/s, respectively. It is informative to
mention the maximum practical rates, which are 16.15 kb/s and
12.15 kb/s for the sinusoidal part, and 5.78 kb/s for the noise en-
velopes. This results in total maximum practical rates of 21.93
kb/s and 17.93 kb/s for the target rates of 18.8 kb/s and 14.8
kb/s, respectively.

A training audio dataset of about 100 000 LSF vectors (ap-
proximately 9.5 min of audio) was used to estimate the param-
eters of a 64-class GMM. The training database consisted of
recordings of the classical music performance (corresponding to
a different part of the same recording). Details about the coding
procedure for the LP parameters can be found in our earlier work
[20].

Twelve volunteers participated in these listening tests using
headphones. The results of the tests are depicted in Fig. 7 for the
cases of coding with a bitrate of 18.8 kb/s (squares) and of 14.8
kb/s (triangles), along with the modeling results without coding
the parameters (circles). The results without coding are the same
as in Fig. 3, corresponding to the label “ LPC residual,”
and are given here again for reference. The results of the figure

Fig. 7. Results from the monophonic quality rating listening tests, corre-
sponding to using ten sinusoids and coding with (a) 14.8 kb/s (triangles),
(b) 18.8 kb/s (squares), (c) no coding (only modeling, circles).

verify that the quality of the coded audio signals is good (above
4.0 in average), and that this quality can be maintained at as low
as 14.8 kb/s per side signal. We note that the reference signal was
PCM coded with 16 bits per sample; however, similar results
were obtained for the side signals when the reference signal was
MP3 coded at 64 kb/s (monophonic case).

VII. CONCLUSION

A novel multichannel sinusoidal model was proposed for
jointly coding multiple monophonic audio signals. The focus
has been on spot audio signals, since these must be available
at the decoder when interactivity between the listener and
the acoustic environment is needed, as in truly immersive
environments. The proposed approach is based on enhancing
the sinusoidal model with the noise signal extracted from a
reference, which can be one of the spot signals or a downmix.
The proposed approach offers the advantage of employing the
very flexible sinusoidal model into low bitrate multichannel
audio coding. It was shown that the proposed method allows
for high-quality audio modeling with only a negligible loss
regarding the perceived audio image width in a stereophonic
setting. It was also shown that the model parameters can be
coded with rates as low as 15 kb/s per spot signal, which can
be considered as a very encouraging result. Compared to SAC
schemes this bitrate is higher. On the other hand, the proposed
method encodes the actual content of the spot signals instead
of only their spatial image, and in this sense it offers more
flexibility for interactivity at the decoder and immersive audio
applications.
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