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Abstract—In this work, we examine the problem of noise robust
speaker identification under short training sessions restrictions. In order
to improve the identification performance, the effects of noise prior to
identification must be alleviated. Towards this direction,we exploit matrix
completion to recover the unreliable spectrographic data due to noise
corruption. This is done by taking advantage of the low rank property
of the speech magnitude STFT spectrogram.

I. I NTRODUCTION

Text-independent speaker identification under the assumption of
short training sessions is very important in applications where it is
often not feasible to have large amounts of training data from all
the speakers and speech data are obtained in adverse noisy envi-
ronments. This problem was studied in our previous work [1],where
interesting results were presented under very short training and testing
conditions. Here, we adopt a matrix completion approach [2], which
is applied on the log-scale speech magnitude STFT spectrogram
for recovering the missing (or unreliable) spectrographicdata. The
interesting point of the current study is that the proposed method
does not rely on training data, in contrast to previous sparsity-based
recovery methods with missing spectrographic data [3].

II. L OW-RANK MATRIX COMPLETION

Matrix completion (MC) [2] enables the recovery of a low rankor
approximately low rank matrixM of size p × q from O(nr log n)
entries selected uniformly at random, wheren = max{p, q} and
rank(M) = r. Suppose that the known entries of matrixM are
denoted asMi,j , where(i, j) ∈ Ω ⊂ {1, . . . , p} × {1, . . . , q}. We
use the sampling operatorAΩ : Rp×q → R

p×q defined as

(AΩ(X))i,j =

{

Xi,j , (i, j) ∈ Ω

0, otherwise
(1)

to determine the subset selection of the complete set of entries of
the matrixX. The original matrix can be recovered from the par-
tially observed matrix by solving the following convex optimization
problem

min
X

‖X‖∗ , s.t. AΩ(X) = AΩ(M), (2)

where the nuclear norm is defined as||X||∗ =
∑min{p,q}

k=1 σk and
σ1, . . . , σmin{p,q} ≥ 0 are the singular values of matrixX. Numerous
algorithms have been recently proposed to deal with the solution of
the nuclear minimization problem in (2). Here, we use the Singular
Value Thresholding (SVT) algorithm [4], which at each step performs
a soft-thresholding operation on the singular values of theestimated
matrix.

III. PROPOSEDMETHOD

In practical applications, speech signals are often degraded due
to environmental noise which weakens the speaker identification
performance. Thus, it is crucial to reduce the noise effectsduring
the feature extraction process. In the current work, we apply an
oracle mask prior to spectral reconstruction in order to distinguish
the reliable from the unreliable (or missing) spectrographic speech
data. In particular, the observed speech data can be considered
in the spectral domain asY (k, t) = S(k, t) + N(k, t), where
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Fig. 1. Ordered normalized singular values of the log-magnitude STFT
spectrogram.

Y (k, t) ∈ C
K×T is the spectrographic representation of the observed

(noisy) speech signal,S(k, t) ∈ C
K×T corresponds to the clean

speech signal andN(k, t) ∈ C
K×T is the contaminating noise,

respectively. Frequency band is denoted by indexk andt is the frame
number. The oracle mask is computed as follows

R
K×T ∋ W (k, t) =

{

1 := reliable, |S(k,t)|2

|N(k,t)|2
> λ

0 := unreliable, otherwise
(3)

where the SNR-thresholdλ is set to−3 dB. Next, we recover the
missing spectrographic data by solving optimization problem (2) as
follows
X̂ = min

X
‖X‖∗ , s.t. AΩ(X) = AΩ(10 log10(|W ⊙ Y |)), (4)

where⊙ denotes the element-wise product of the two matrices. In
Fig. 1, we observe that the majority of the (normalized) singular
values of the log-magnitude STFT spectrogram are approximately
close to zero. As a result, MC can be successfully applied to recover
the missing data of the incomplete matrix10 log10(|W ⊙ Y |). The
estimated matrixX̂ is further used to compute the MFCC features
for speaker identification on a voices corpus of 12 speakers,where
UBM-GMM model of order 16 is applied on 10 sec clean speech
training data (per speaker) and the MFCC order is 30. The proposed
MC-based method is compared with a baseline approach based on
the same UBM-GMM model, but using a standard MFCC front-end.

TABLE I
MEAN CORRECT IDENTIFICATION RATES(%) USING UBM-GMM

COMPARINGMC AND BASELINE SYSTEM AFTER10 MONTE CARLO RUNS.
noise SNR (dB) speech babblecar enginefactory floor train passing

5 76.15 94.01 96.71 93.80
baseline 0 54.72 92.51 85.28 58.89

-5 27.29 90.21 46.50 36.13
5 98.45 99.58 95.98 97.33

MC 0 90.68 99.57 89.20 88.02
-5 78.80 98.21 73.71 74.16
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