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Abstract

In adverse listening conditions (e.g. presence of noise, hearing-impaired listener etc.) people adjust their
speech in order to overcome the communication difficulty and successfully deliver their message. This re-
markable adjustment produces different speaking styles compared to unobstructed speech (casual speech) that
vary among speakers and conditions, but share a common characteristic; high intelligibility. Developing al-
gorithms that exploit acoustic features of intelligible human speech could be beneficial for speech technology
applications that seek methods to enhance the intelligibility of “speaking-devices”. Besides the commercial
orientation (e.g., mobile telephone, GPS, customer service systems) of these applications, most important is
their medical context, providing assistive communication to people with speech or hearing deficits. However,
current speech technology is deaf, meaning that it cannot adjust, like humans do, to the dynamically changing
real environments or to the listener’s specificity.

This work proposes signal modifications based on the acoustic properties of a high intelligible human
speaking style, the clear speech, assisting in the development of smart speech technology systems that “mimic”
the way people produce intelligible speech. Unlike other speaking styles, clear speech has a high intelligibility
impact on various listening populations (native and non-native listeners, hearing impaired, cochlear implant
users, elderly people, people with learning disabilities etc.) in many listening conditions (quiet, noise, rever-
beration).

A significant part of this work is devoted to the comparative analysis between casual and clear speech,
which reveals differences on prosody, vowel spaces, spectral energy and modulation depth of the temporal
envelopes. Based on these observed and measured differences between the two speaking styles, we propose
modifications for enhancing the intelligibility of casual speech. Compared to other state-of-the-art modifica-
tion systems, our modification techniques (1) do not require excessive computation (2) are speaker and speech
independent (3) maintain speech quality (4) are explicit, since they do not require statistical training and the
preexistence of clear speech recordings.

Evaluations on intelligibility and quality are performed objectively using recently proposed objective in-
telligibility scores and subjectively with listening tests conducted by native and non native listeners in noisy
environments (speech shaped noise, SSN), reverberation and in quiet. Results show that our modifications
enhance speech intelligibility in SSN and reverberation for native and non-native listeners. Specifically, the
proposed spectral modification technique, namely Mix-filtering, increases the intelligibility of speech in noise
and reverberation while maintains the quality of the original signal, unlike other intelligibility boosters. More-
over, a modulation depth enhancement technique called DMod, increases speech intelligibility more than 30%
in SSN. DMod algorithm is inspired by both clear speech properties and by the non-linear phenomena that take
place in the basilar membrane. DMod not only achieves to enhance speech intelligibility, but it introduces a
novel method for manipulating the modulation spectrum of the signal. Results of this study indicate a connec-
tion of the modulations of the temporal envelopes with speech perception and specifically with processes that

take place on the basilar membrane of human ear and pave the way for analyzing and comprehending speech
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in terms of modulations.
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ITepiindn

‘Otav évag dvipwnog emxovwvel Ue Evay cuVavIpwTd Tou, TEOCUPUOLEL AVTAUVOXAAC TIXG TNV OUtAlo TOU
avdhoya e 1o mepBdihov oo omolo Peloxeton autde (my. mapousia YopUBou) f 0 cuVOUANTAS TOL
(m.y. Boprxooc), mopdyovtag Swpopetind oTtul omhiog (Kadoph ouhio, ophio AouyBapd) oe oyéon ue
T0 av 1) emxowvwvia Tou fitay aveunodiotn (pdyeien owhior). To oTul autd ophiog dapépouv avdhoya
e To eldog Tou eunodiou 610 emxoVmVIIXG XxavdAL Y/xar avdhoyo e tov owhnth. Hopouoidlouy duweg
EVOL XOLWVO YOEuXTNEICTWO: TNV aENuévn xatohnmtotnta. H avdntuln alyoplluwy mou expetahhebovton
TOL OXOUC TG, YOROXTNEICTXE TETOWWY GTUA odthiog Vo umopoloe va etvon emwpehrc otny Teyvoloyia
Pwvic. ITohhéc teyvohoynés epapuoyéc avalntoly pedddoug BEATIOTOTOMONC TG XATAIANTTOTNTOS TWV
CUOXELMY TOU ToRdyoLy UVIETIXY QuvY. TI€pa and Ty eumopixy] EXUETIANEUOT) TWV EQPUPUOY WY AUTWV
(xvnTd TAEPWVYL, CLUOTARNTA TAONYNONG, CUG THUTY TNAEPWVIXAC UTOG THELENG TENATEMV), TOAD OTUoV-
T €lvol 1) GUVELG(QOEA TOUS GTOV LATEXO TOPEN WS BoninTind YEoo EXOVLVING aTOUWY PE TEOBAY LT
outhlog xou axoric. Qotéc0, N TEEYoUca TEYVOLOYid POVIC Elval «<xw®hy, dev umopel dNAadY| Vo Tpocoe-
HOCTEL GTOL BUVOLXAS PETOPoAAOUEV TERUBEANOVTA 0UTE GTNV LOLUTEROTNTO TOU AXEOUTH, OTIWS O dvip-
WOTOC.

H epyooio auth mpotelvel v avdntudn odyopiduwy mou «uugodyvTony Tov Teono avienmivng ouhiog
o€ 50OKOAEC CUVITIHES ETUXOLVOVIOG, GUVEIGPEROVTAC GTNY AVATTUEY EEUTVWY TEYVOAOYIXWOY GUC TNUSTWY
POVAC. DUYXEXQWEVA, TO GTUA OULAUC TOU OOV TA YUEUXTNELC TIXE AVUAVOVTOL XOL YETCHIOTOLOUVTOL
yioo Ty ad&nomn g xatodnmromroag e Hpodyeng owhiog eivan 1 Kodopr, opthio.  Xe avtiveon ue
GAha ook ophiog, 1 Kodapr owhia etvar xatahnmth and Sudpopous oxpoatés (o0UdYAWOoOUS XaL U, UE
TEOPBAAUOTOL 0XONG, UE XOYALOXS ELPUTEDUOTA, NAXLOUEVOUS, Ue Yadnotoxés Buoxohlec xATt) ot BLdpopes
ouviixeg tepBdrrovtog (pe ¥ yweic V6pufo, o TeptBdihovta avtynong).

‘Evo onpavtixd pépog tne epyaoiog autig avahlel xou cuyxpivel ta yopoxtnetoTixd tng Ipdyeiong
xon Kodapric opthlag. Ané v alyxpeion outy, avadeixviovTol Slapopés xuplwe otny npocwdia, oTtov
POVNEVTIXO YWPEO, GTNV QPUCHATIXY EVEPYELX Xl GTO TAATOS SLORPPWONS TNG XPOoVXTS Tep3dAlovcag
Tou ofuatog puvrc. Baowlduevol otic yetplowes auTé Slapopés, TEOTEVOUNE UETATYNUATIONOUS Oy
BeATidvouy TNV xataAnmToTnTa Tou ofuatoc Hpdyeienc ophlag. Ye olyxpion ue state-of-the-art cuotriuoTa
HETAOoY NUATIOUOD, oL dxée uag teyvixés (1) etvan younhhc UTOAOYIO TIXAS TOALTAOXOTNTAC (2) PTopolY
var EQappoc oty avelaptitng oAt A ofuatog (3) datneolv v motdtnTa Tou apyixol ohuotos (4)
e@apuolovion dueca ywpelc TNV avdyxrn exnaldeuong Twv dedouévey xal tpobnaping tou ofjuoatoc Ka-
Yophc pwvhc. Ot mpotewvouevol ahydpriuot a&lohoyninxay w¢ TEOg TNV XATIANTTOTATA XoL TNV TOLOTNTA
UE AVTIXEWUEVIXES UETPWMES XATOANTTOTNTAUC XAl UE UTOXEWEVIXE OXOUCTIXE TECT amd OUOYAWOCOUS Kol
MOy AWGGOUC 0xpoaTéS Ywpelc TNy Utapdn YopiBou, uéoa o YopuPdn tepBdhhovta xon o TepBdhhovTa
avtiynone. H a&lohdynon delyvel 6Tt oL petacynuatiopol Tou TeoTelvoupe auidvouy TNV XoTaANTTOTNTA
Ne mEdYEENS oWthiog Toc0 ot TepBdihovia YopifBou 660 xou GE TEPUSAANOVTA AVTAYNONS VLo OUOYAWCCOUS

%0l OANOYAWCGOUC AXPOUTES. LUYXEXQUIEVL, 1) TEYVIXT] QUCUATIXOU UETACY NUATIOUOD, ENOVOUALOUEVT] (OC
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Mix-filtering, augdvel TNV xataAnTTOTNTA TOU GHUATOS optAlag o TepBdilovTa YopUBou xou avThyNnong
EVG SLTNEEL TNV TOLOTNTA TOL GHUATOS, eV avTWEoeL pe dhhoug alyopliuous. EmnAéov, n mpotewvouevn
TEY VXY aOENONE TOU TAATOUS TOV BIAUORPOCEWY TNS YEoVIXHC TepBdihoucag, avagepielon we DMod,
auZdver Ty xaronrrotnta e Hpdyepne ophiag xatd 30% oe nepBdhhovta Yoplfou. O alydpriuog
DMod, eunvéeton Oyt wévo and yopoxtneotixd tne Koadaprc ouhiag ahhd xan and un yeouuxés Al
ToupYleg mou AouPdvouy ywea otny Paowxr peufedvn tou avipwrivou xoyAla. Emtuyydver de, népa
ano TNV aUENOT) TN XATAANTTOTNTOC, TNV ECAYWYT Wi VXS HEVOBOU YELPIGUOV TV BIULORPOCENDY TNG
nepBdihovcag tou orjpatog. To anotedéopato Tne YEAETNG auThS Belyvouv tnv Umapdn uiog oOVEEoTg
AVAPESA OTIC BLUUOPPOCELS TG YPOVIXAC TEPBAAAOUGOS Xat GToV TeoTo avTiAndng xou enelepyooiog
Tou Hyou and TNV Paowxn uepedvn Tou avlp®nvou xoyAld, ovolyovTtag Tov SpOUo Yiol TNV avahuoT Xal

XATOVONOT TNG OUALNG W XOUATOL SLOOPPWOEWY.
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Chapter 1

Introduction

Humans use speech to communicate, to express their needs and their emotions, to share their knowledge
and their beliefs. Regardless of the communication environment (presence of noise, hearing-impaired listener
etc.), people understand how to adjust their speech in order to deliver their message successfully. This is per-
formed usually reflexively, using acoustic (people can listen of what they say) and visual feedback (can see the
listener’s expressions) to estimate whether the listener has understood or not. Therefore, when people com-
municate in real world environments, they have feedback and this feedback helps them to produce intelligible
speech with the least possible effort.

However, there are some cases when human speech may not be intelligible. This is due to the fact that the
speaker has no feedback from the listener’s side (i.e. airport announcements). In such one-way communication
channels where human interaction is absent, recorded speech or synthetic speech by automated systems is often
used. The absence of feedback in such applications does not ensure that the message will be understood by the
listener. Current speech technology is deaf, meaning that it cannot adjust, like humans do, to the dynamically
changing real environments or to the listener’s specificity.

With growing numbers of applications using speech technologies in commercial (e.g., mobile telephone,
GPS, customer service systems), military (e.g., Air Force,Ground troop relays) and medical (e.g., assisted-
speech) contexts, methods that enhance the intelligibility of “speaking-devices” are currently in high demand.
Considering the intelligibility gains of the human speaking styles, acoustic features of such styles can be used
to inspire speech signal modifications for intelligibility enhancement. This work proposes signal modifications
based on the acoustic properties of a high intelligible human speaking style, the clear speech, assisting in the

development of smart speech technology systems that “mimic” the way people produce intelligible speech.

1.1 Recent advances on speech intelligibility enhancement

Generally, speech modifications for intelligibility enhancement can be classified into several groups. First,
much work has been done on enhancing the intelligibility of degraded speech, such as noise suppression

techniques (Kates, 1994) or methods for dereverberation (Liu et al., 1996). Other techniques focus on prepro-
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cessing speech in order to enhance its intelligibility, before transmitted in the communication channel. First,
there are techniques to enhancing intelligibility that exploit audio and signal properties, such as the amplitude
compression scheme in Niederjohn and Grotelueschen (1976), dynamic range compression in Blesser (1969)
and a method for peak-to-rms reduction in Quatieri and McAulay (1991). Second, certain speech intelligi-
bility enhancement methods focus on speech-in-noise and exploit knowledge of the noise masker, such as
the optimizations based on a speech intelligibility index in Sauert and Vary (2006) and the glimpse propor-
tion maximization in Tang and Cooke (2011a). Third, in the context of text-to-speech synthesis, adaptation
approaches have been explored to increase intelligibility, as in Langner and Black (2005) and Raitio et al.
(2011).

Recently, a fourth category of intelligibility enhancement techniques has emerged, aiming on studying
the impact on intelligibility of particular acoustic features of naturally produced intelligible speech (Lu and
Cooke, 2009; Krause and Braida, 2004a,b). Moreover, several speech intelligibility enhancement approaches
exploited these acoustic features, such as the glimpse proportion maximization for HMM-based text-to-speech
synthesis in Valentini-Botinhao et al. (2011). Finally, an extensive evaluation of the intelligibility of a variety
of methods was recently carried out and described in Cooke et al. (2013). Emerging as the most successful
modification from this challenge was the combination of Lombard-like Spectral Shaping (SS) and audio en-
hancement with dynamic range compression (DRC) proposed in Zorila et al. (2012). This work revealed the
advantaged of exploiting human speech characteristics on intelligibility enhancement techniques. At the same
time, the techniques developed are speaker- and style-independent in that they can be applied generally to any
speech signal (including text-to-speech Erro et al. (2014)), without requiring statistical learning or classifica-
tion. In this respect, our motivation is to examine modifications based on a specific style of naturally produced
speech that has been found to be intelligible in many adverse listening environments and for various listening

populations, namely the clear speech.

1.2 Clear speech

In the absence of communication barriers people produce plain speech in order to communicate. However,
in the presence of a communication difficulty, humans adopt different speaking styles in order to successfully
deliver their message. The speaking style they adopt depends mostly on the communication barrier they want
to overcome in order to communicate. If the communication barrier that the speaker faces is for example a
noisy environment, the speaker will increase the loudness of his/her speech, producing Lombard speech (Bond
et al., 1989). Lombard speech is actually a reflex effect of the person speaking in noise. The speaker adjusts
his/her voice in a way that he/she can hear himself/herself (Lombard, 1911).

Alternatively to the Lombard effect, “clear” speech strategies are also adopted by speakers in order to
increase the intelligibility of the elicited speech. However, clear speech is not a reflex effect since the speaker
does not face any communication barrier. In this case, the speaker is in a quiet environment and deliberately

changes his/her speaking style in order to communicate with the listener that faces a communication barrier.
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For example, the target listener could be either hearing-impaired or a non-native listener (L2). Despite many
differences in speaker strategies, the most common characteristics of clear speech is hyper-articulation, with
increased effort on the part of the speaker to slow down and enunciate. This speaking adjustment is proven to
increase the intelligibility of plain speech.

Lombard and clear speech have individually been well-studied in the literature, mainly due to the intelligi-
bility gains of these human speaking styles. However, the intelligibility advantage of clear speech is extended
to a wider range of applications than Lombard speech. Clear speech has been found to be high intelligible on
various adverse listening conditions (noisy environments (Payton et al., 1994; Uchanski et al., 1996a), rever-
beration (Payton et al., 1994)) and for various listening populations (hearing-impaired listeners (Picheny et al.,
1985b; Uchanski et al., 1996a; Payton et al., 1994), cochlear implant users (Picheny et al., 1985b; Ferguson,
2004), non-native listeners (Bradlow and Bent, 2002)). This makes clear speech robust in terms of intelligibil-
ity under various challenging environments, while its quality is preserved compared to other types of speech
(e.g. Lombard speech that sounds unnatural when presented in quiet). Therefore, clear speech is character-
ized both as natural and robust in terms of intelligibility in various conditions. This renders clear speech the
most appropriate speaking style for dynamically changing environments and suggests that its incorporation in
telecommunication systems would be beneficial for a majority of users.

Transforming plain or casual speech to clear speech is, therefore, important but also quite challenging.
Until now, many studies have examined the acoustic and intelligibility differences between casual and clear
speech. However, few studies have performed transformations from the one speaking style to the other with
moderate results. Identifying and isolating specific acoustic features that are associated with the speaking
adjustments of clear speech and their corresponding contribution to intelligibility is a difficult task. This
difficulty lies on (1) speaker variability. Speakers adopt different techniques when speaking clearly. Therefore,
analysis on different speakers does not always reveal consistent changes on acoustic features (2) the accuracy of
the analysis process algorithms. For example, formant estimation is a difficult task for the analysis algorithms,
especially on the transient regions where formant trajectories vary rapidly (3) modifying plain speech to mimic
these adjustments. Previous studies that have attempted to modify plain speech towards clear speech, have
failed to increase intelligibility. Possible reasons are that the modification techniques introduce disturbing
artifacts to the signal or the methods proposed do not have the appropriate intelligibility impact. Last, the

different linguistic content between the two speaking styles, clear and casual introduces yet another difficulty.

1.3 'What makes clear speech intelligible?

The two different speaking styles, clear and casual, differ perceptually and acoustically. Overall, clear
speech is proven to be more intelligible than casual speech.

On an acoustic and phonetic level of speech, intra-talker differences between the two speaking styles can be
found in intensity (Picheny et al., 1986, 1989), speaking rate (Picheny et al., 1986, 1989), number and duration
of pauses (Picheny et al., 1986, 1989), pitch (Bradlow et al., 2003; Hazan and Baker, 2010), long term RMS
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spectra (Picheny et al., 1986; Krause and Braida, 2004a; Hazan and Baker, 2010), modulation spectra (Krause
and Braida, 2004a) and vowel duration and vowel space (Picheny et al., 1986; Ferguson and Kewley-Port,
2002; Bradlow et al., 2003; Hazan and Baker, 2010). Acoustic analysis on clear and casual speech shows that
these observed differences are not present for all speakers. For example, speakers can elicit clear speech with
and without changing their pitch or increasing their voice volume level.

A comprehensive overview of clear and casual speech differences will be presented on this section. Specif-
ically, we summarize prior work that studied the acoustic feature differences between clear and casual speech
and their relationship to intelligibility. The acoustic features of the two speaking styles presented in this sec-
tion are classified into two levels, segmental (i.e. phonetic) and suprasegmental (i.e. prosody). In linguistics
(specifically, phonetics and phonology), a segment is a unit of sound of the size of a consonant or vowel (Lade-
foged and Johnson, 2010). Vowels and consonants superimposed on the syllables to create utterances and other
acoustic features known as suprasegmentals. Suprasegmental features are considered the stress, length, tone,
and intonation, meaning features that do not belong only to a single consonant or vowel. Comparative acous-
tic analysis between clear and casual speech has revealed differences both on segmental and suprasegmental
features. These differences will be described in detail in the section that follows. Also, a brief overview is
given of related studies that have aimed to exploit these differences and enhance the intelligibility of casual
speech. During this work, our research of clear speech has been guided by the excellent review performed by

Uchanski (Uchanski, 2005).

1.3.1 Segmental Features
Duration of phonemes

The first extensive analysis on clear and conversational (casual) speech has been performed by Picheny
et al. (1985b, 1986). In this study, the duration of vowels and consonants has been estimated, reporting
increased durations of speech segments especially for the tense vowels (Ferguson and Kewley-Port, 2002;
Picheny et al., 1985b, 1986). Bradlow et al. (2003) also reports vowel lengthening in clear speech relative to
their durations in casual speech both for English and Spanish. A contradictory research performed by Krause
and Braida (2004a) has influenced the existing belief of the importance of phoneme duration to intelligibility.
Krause and Braida (2004a) trained the speakers to elicit clear speech at normal speaking rates (clear/norm),
that is the same speaking rates as casual speech (conv/norm). Comparing clear/norm speech to conv/norm
speech, only a small number of segments showed a statistically significant difference in duration.

Hillenbrand and Clark (2000) considered this increased vowel duration in clear speech as an important
cue for intelligibility. However, after performing duration modifications on CVC syllables, no intelligibility

enhancement was observed between modified and unmodified syllables.
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Energy

Analysis on the relative energies between consonants and vowels showed an increased consonant-to-vowel
energy ratio (CVR) on clear speech compared to casual speech, particularly for stops and affricates (Bradlow
et al., 2003). Other studies revealed that this CVR difference applies only for affricates (Krause and Braida,
2004a). An increase in the relative power of unvoiced consonants has been also reported by Picheny et al.
(1986).

Hazan and Markham (2004) examined the correlation of CVR and intelligibility. In their study, they found
no significant correlation between word intelligibility and CVR for nasals, fricatives and stop consonants in
naturally-produced speech. However, it has been shown that enhancement of the consonant energy in words,
consonant-vowel syllables (CV) and vowel-consonant-vowel (VCV) syllables improves consonant identifi-
cation for normal hearing listeners (Gordon-Salant, 1986; Hazan and Simpson, 1998) and hearing impaired
listeners (Montgomery and Edge, 1988; Gordon-Salant, 1987a). The level of consonant energy enhancement
is higher than the energy level met in natural produced speech, but this artificial amplification has been shown
to improve intelligibility at both CV, VCV words and nonsense sentences. Skowronski and Harris (2006)
performed an energy re-distribution from vowels to consonants. This approach amplified the CV ratio and

increased monosyllabic word intelligibility.

Short-term spectra

In the work of Picheny et al. (1985b, 1986), the short-term spectra of unvoiced consonants showed a greater
spectral peak value in a higher frequency for clear speech compared to casual speech. Later on, Krause and
Braida (2004a) found no consistent differences between the consonants of the two speaking styles. However,
for vowel sounds, the short-term spectra revealed higher spectral prominences in clear/norm than in conv/norm
speech. Krause (2001) increased the amplitude of the second and third formant of voiced segments as an
attempt to simulate the higher spectral prominences that appears in clear/norm speech than in conv/norm. The
formant shaping that she performed enhanced the intelligibility of unprocessed conv/norm speech significantly

for normal-hearing listeners in noise but not for hearing-impaired listeners.

Formants

In vowel production, the quality of the vowel depends on the position of the articulators: (1) the height of
the body of the tongue; (2) the front-back position of the tongue; and (3) the degree of lip rounding. Based
on the positions of the articulators (high-low height, front-back position) the vowels are placed in a space as
Figure 1.1 depicts. For the cardinal vowels, namely /i/, /u/, /a/, /p/, the position of the tongue takes the more
extreme positions in the mouth. Therefore, Figure 1.1 is a graphical method that shows where a vowel is
located in the “articulatory” space. This traditional representation for vowels which classifies them according
to the position of the articulators has been replaced by acoustic terms, and specifically by the first and second

formant. The first formant, F1, is related to the height of the tongue while the second formant to the backness
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(front-back position) of the tongue. The representation of the articulators with formant values transformed
the traditional vowel space into acoustic vowel space, with the formant values F1 and F2 contributing to the

quality of the produced vowel.

Front Central Back
Close 1

Close-mid

Open-mid

Open

Figure 1.1: Vowel space for English language (url: http://www.phonetics.ucla.edu/course/chapterl/vowels.html).
The vertical axis represents the frequency of the first formant (F1). The horizontal axis shows the frequency
distance between the first two formants (F2-FI1). The chart is based on the official IPA vowel chart, which
maps the vowels according to the position of the tongue.

Clear speech appears to have a more expanded vowel space compared to casual speech (Chen, 1980;
Picheny et al., 1986; Ferguson and Kewley-Port, 2002; Bradlow et al., 2003; Krause, 2001), meaning that the
first and second formant frequencies tend to reach their target frequencies and are less variant in clear speech
than in casual speech. This expansion is also observed in clear speech at normal speaking rates only for the
tense vowels (Krause and Braida, 2004a). There seems to be a correlation between the expansion of the vowel
space and intelligibility. Studies on the size of the vowel space indicate that speakers with larger vowel spaces
are more intelligible than speakers with reduced spaces (Hazan and Markham, 2004; Bradlow et al., 1996).
In particular, speakers who had a wide F1 range appeared to have higher intelligibility scores than speakers
with a smaller F1 range. The F2 range was found to be significantly correlated with word intelligibility
(Hazan and Markham, 2004), but was not found to be correlated with sentence intelligibility (Bradlow et al.,
1996). Correlation between speech intelligibility and vowel space expansion has been also in the study of
Stakianaki et al. (2012) for hearing impaired people that experience difficulties in vowel articulation. Speakers
with hearing deficits that produce more intelligible speech have more expanded vowel spaces than those who
produce less intelligible speech.

In Krause and Braida (2004a), the authors suggest that vowel space expansion is not a necessary clear
speech feature but, rather than that, it may be a concomitant result of slowing down and allowing talkers more
time to reach more extreme vowel targets. This assumption is also supported by the fact that the expanded
vowel space is observed only on the tense vowels and not on the lax vowels which are shorter. They suggest that
the listeners possibly benefit from the entire formant movement rather than the midpoint of the vowel. Indeed,

besides the expanded vowel space measured at the midpoint of vowels, clear speech often has increased rates of
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F2 transitions (Moon and Lindblom, 1994), longer durations of formant transitions (Chen, 1980) and narrower
formant bandwidths Krause and Braida (2004a). In Hillenbrand and Nearey (1999) synthesized signals with
original formants had higher vowel identification rate than signals with flat formants. In another study (Turner
et al., 1997), the identification of stop phonemes increased with the lengthening of the formant transitions.

A first attempt towards vowel space expansion has been made by Mohammadi et al. (2012). A joint-density
Gaussian mixture model has been used as the mapping function from casual formant frequencies to clear.
Perceptual listening tests involved identification of vowels on CVC syllables in Babble noise of -2 and 3dB
SNR by normal hearing listeners. Results showed no significant intelligibility enhancement of transformed
speech compared to casual speech. An improvement has been observed for the lower SNR level by combining

the vowel space expansion scheme along with duration modifications.

Consonant properties

According to Ladefoged and Johnson (2010), “a consonant can be said to be a particular way of beginning
or ending a vowel, and during the consonant articulation itself, there is no distinguishing feature”. To better
understand what this means lets see Figure 1.2. In this figure, three words are spoken in American English,
“bed”, “dead” and the nonsense word “geg”. There is virtually no difference in the sounds during the actual
closures of [b, d, g]. What primarily distinguishes these three stops are the onsets and offsets of the second
and third formants on the start and stop of the vowel, depicted with white lines.

Wp”@nr:{linyuw" Wil
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. o il maltes ool milien oo sl wilier nilwe  whoe, wils gdin pile  slm B ale Bl pdle
time 0.1 02 03 04 05 06 07 08 09 1.0 L1 1.2 13 14 15 16 17

Figure 1.2: Spectrograms of the words bed, dead, and the nonword [geq] spoken by an American English
speaker

The same applies for the unvoiced consonants [p, t, k], nasals [m, n, g]. and voiceless fricatives [f, 6] and
[s, [1. Each of the stop sounds conveys its quality by its effect on the adjacent vowel. This links the properties
of consonants with vowel properties and specifically with the formant transitions that are met in clear speech
more enhanced than in casual speech (Moon and Lindblom, 1994; Chen, 1980; Krause and Braida, 2004a).

Other properties of consonants (besides energy that is described in the previous corresponding section) is
the voice-onset time (VOT). VOT is a feature of stop consonants and is defined as the length of time that passes
between the release of a stop consonant and the onset of voicing. Previous research on clear and casual speech
(Picheny et al., 1986; Chen, 1980) found longer VOTs in clear speech than in casual speech for unvoiced

plosives. Examining AVOTs, the difference of VOTs of voiced and unvoiced plosive, no relation was found
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between AVOT and intelligibility (Bond and Moore, 1994). However, in another study of speech produced by
deaf talkers (Monsen, 1978), significant correlations were found between AVOT and intelligibility.

An increase of VOT degraded the intelligibility of CV syllables (Thomas, 1996) while the combination of
intensity and duration changes of consonants improved the recognition of consonants (Gordon-Salant, 1986;
Thomas, 1996). The intensity and duration changes of consonants possibly are correlated with the formant
transitions from consonants to vowels. Enhancing formant transitions increases speech intelligibility (Turner
etal., 1997; Thomas, 1996). Harris and Skowronski (1988) proposed a spectral energy redistribution algorithm
to enhance spectral transitions. Psycho-acoustic tests showed an intelligibility enhancement of speech. Jayan
et al. (2008) achieved to detect automatically transient parts of speech and perform on these regions intensity
and time-scale modifications. Intelligibility tests reported intelligibility enhancement of non-sense syllables

on high noise levels (-9 and -12dB SNR).

Phonological features

Degemination (two phonemes merging into one), vowel reductions (i.e. vowels becoming schwa-like),
burst eliminations (stop consonants often omitted at the end of words) appear more frequently in casual speech
compared to clear speech. These phonological phenomena in casual and clear speech have been observed in
various studies (Picheny et al., 1986; Bradlow et al., 2003). However, it is doubted whether these phenomena
contribute to the intelligibility advantage of clear speech. First, the number of occurrences ot these phenomena
is relatively small and second no significant differences between clear speech at normal speaking rates and

casual speech have been found in the study of Krause and Braida (2004a).

1.3.2 Suprasegmental Features
Fundamental Frequency (F0)

In their effort to elicit clear speech, many speakers change their pitch both in level and range compared
to casual speech (Bradlow et al., 2003; Picheny et al., 1986; Krause and Braida, 2004a), suggesting larger
amounts of laryngeal tension. These changes even though apparent for many speakers are not consistent
across speakers (Picheny et al., 1985b; Krause and Braida, 2004a), questioning the connection of fO with
intelligibility.

Previous studies on inter-talker variability, found no correlation of the average FO with intelligibility (Bond
and Moore, 1994). More recent studies (Bradlow et al., 1996; Hazan and Markham, 2004) have also reported
no correlation between average FO and range with word intelligibility. However, Bradlow et al. (1996) have
found a significant correlation between fO range and sentence intelligibility in one speaker out of 20. Increase
in pitch is also observed in other types of intelligible speech like Lombard speech, advocating a correlation
between intelligibility enhancement and f0. There are, nevertheless, other types of speech with extreme pitch
height and variation (i.e. infant directed speech) that are proven to be less intelligible than plain speech in

noise (Mayo et al., 2012).
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Examining further an indirect relation between f0 and intelligibility, Gordon-Salant (1987b) suggested that
F1, F2 and F3 formants along with formant transitions can describe English vowels regardless of FO values.
However, other studies (Hoemeke and Diehl, 1994) have reported that the perception of vowel height is influ-
enced by the distance between FO and F1, revealing that the relationship between FO and speech intelligibility
may be more complex and cannot be measured by metrics like FO mean and range.

Efforts have been made to increase speech intelligibility by changing the average FO and FO range of
speech. Such modifications on casual speech did not prove advantageous (Lu and Cooke, 2009; Krause,
2001). Similar results to casual speech have been obtained on synthetic speech. Sommers and Barcroft (2006)
decreased and increased the fO values on synthetic speech with no impact on word recognition. On the other
hand, artificial flattening of fO has been shown to degrade speech intelligibility (Laures and Bunton, 2003;
Watson and Schlauch, 2008).

The question of whether FO is an important cue for intelligibility still remains debatable. It is not evident if
these pitch modifications are a mechanism of increasing intelligibility or a result of the increased vocal effort

that aims to move the energy on higher frequency regions of the speech spectrum.

Intensity

Clear speech is produced at levels 5 to 8 dB greater than those of conversational speech (Picheny et al.,
1985b). However, in all listening experiments that test the intelligibility of the two speaking styles, the overall
intensities of clear and casual speech are equalized. Therefore, there are other features contributing to the

increased intelligibility of clear speech.

Long Term Average Spectra and spectral tilt

An increase in energy in the 1-3 kHz frequency range of the long-term average spectrum (LTAS) with a
simultaneous decrease in the spectral tilt is the prominent characteristic of Lombard speech (Junqua, 1993;
Pittman and Wiley, 2001; Summers et al., 1988). For clear speech, Picheny et al. (1986) has found slight
differences between the LTAS of conversational and clear speech, with all talkers showing a tendency for
higher spectrum levels in clear speech at higher frequencies. Krause and Braida (2004a); Hazan and Markham
(2004) have also observed an increase in energy in the 1-3 kHz frequency range of the long-term average
spectrum. Both studies report that this increase is significantly correlated with intelligibility. Different results,
though, have been observed for the spectral tilt on clear speech. Hazan and Markham (2004) has found that the
slope of the LTAS is not correlated with intelligibility. The fact that the spectral tilt remains stable while the
LTAS in the 1 —3 kHz frequency region increases, indicates that the formant bandwidth, rather than the spectral
balance (return phase of the glottal source), contributes to the intelligibility of clear speech. This finding links
the increased energy of the LTAS with vowel properties and emphasizes the importance of articulation in the

intelligibility of clear speech rather than the tension that describes Lombard speech.
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Speaking rate

The most prominent modification that talkers employ when they elicit clear speech is the decrease of the
speaking rate, compared to casual speech. The decrease of speaking rate in clear speech is attributed to an
increase in the number of occurrences of pauses and their average duration, and to an increase in the duration
of sound segments (Picheny et al., 1986; Bradlow et al., 2003; Krause and Braida, 2004a) explicitly described
in Section 1.3.1 (“Duration of phonemes” and “Consonants”).

To quantify the differences on elongation and pause distribution between the two speaking styles, a brief
comparative analysis will be provided. Picheny et al. (1986) reported speaking rates of 160 to 205 wpm for
conversational speech and 90 to 100 wpm for clear speech. In the work of Bradlow et al. (2003), the overall
increase on sentence duration from casual to clear was 51% and 116% for one male and one female talker,
respectively. Analysis on pause distribution and duration by Krause and Braida (2004a) revealed 6.36 pauses
in average per sentence with an average duration of 42 ms per pause for casual speech (conv/norm) while clear
elicited speech at slow speaking rates (clear/slow) had 12.64 pauses per sentence with an average duration of
130 ms.

Findings of related studies have yielded numerous important observations on the clear speech speaking
rate. The effect of the duration has been examined on different levels (phoneme, word and sentence level) of
intelligibility (Krause and Braida, 2004a; Bradlow et al., 1996; Hazan and Markham, 2004; Uchanski et al.,
1996a). Depending on the level, different results have been reported. More analytically, word duration has
been found to be positively correlated with word intelligibility (Hazan and Markham, 2004; Bond and Moore,
1994). On the other hand, in Bradlow et al. (1996) no correlation is reported between speaking rate and
sentence intelligibility.

There is additional evidence to support that speech intelligibility is independent of speaking rate. In the
work of Krause and Braida (2004a), clear speech has also been produced without decreasing the speaking rate
(clear/norm), after training the speakers. Clear/norm speech had 6.78 pauses per sentence in average with an
average duration of 49 ms, very close to the conv/norm corresponding. Also, other types of intelligible speech
in noise are elicited at speaking rates comparable to casual speaking rates. Letowski et al. (1993) reports no
difference in speaking rate between Lombard speech and speech produced in quiet. This suggests that acoustic
features other than speaking rate contribute to intelligibility.

However, in the study of Krause and Braida (2004a) the intelligibility advantage of clear speech produced
at slower speaking rates (clear/slow) has been shown to be greater than that of clear speech produced normal
speaking rates (clear/norm). Moreover, deletion of pauses in clear speech has reduced speech intelligibility
Uchanski et al. (1996a). Furthermore, the relation between speaking rate and intelligibility is reinforce by
psychoacoustic studies. In the work of Ghitza and Greenberg (2009), speech was three times compressed
reducing by 50% its intelligibility. Then, periodic pauses of 80 ms were added to the compressed signal.
Despite the fact that the resulting signal was disturbed by pauses, with pauses falling between words, its in-

telligibility increased near 36% proving a strong connection between speaking rate (tempo of speech) and the
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ability of the brain to process and decode speech. This explanation is similar to the “effortfulness hypoth-
esis” (Rabbitt, 1991, 1968), which assumes an interaction between perceptual and cognitive processes. The
“effortfulness hypothesis™ suggests that simulated or age-related sensory declines may decrease capacity for
semantic integration in language comprehension. By expanding the duration of speech through elongation and
pause insertion, listeners can use more time for higher cognitive processes. Possibly clear speech is highly
intelligible to a variety of listeners (normal hearing in noise, listeners with disorders, elderly people) due to
this property.

There is a large number of works that examine the influence of the time-expanded speech for normal
listeners in noise and on several disorders, like verbal apraxia and aphasia (Coyle et al., 2004; Nejime et al.,
1996) and for hearing impaired population (Uchanski et al., 2002; Nejime and Moore, 1998). However, time-
scaling transformations had little (Schmitt, 1983) or no beneficial effect on the intelligibility of speech (Small
etal., 1997) while in others it degraded the intelligibility of original speech (Nejime and Moore, 1998; Kemper
and Harden, 1999). Two studies evaluated artificial manipulations of the speaking rate of casual and clear
speech. Picheny et al. (1989) investigated the efficacy of speech-rate reduction for hearing-impaired people
using Malah’s algorithm. Evaluations on sentence intelligibility showed that the speed-reducing processing
led to poorer intelligibility. Later, Uchanski et al. (1996a) evaluated the efficacy of speech-rate reduction
using nonuniform processing with elongation of segments and pause insertion. Although the nonuniform time
scaling was less deleterious to intelligibility than the uniform time scaling used in earlier studies (Picheny
et al., 1985a, 1986, 1989), the intelligibility of the slowed speech was less than that of the original speech for
all subjects, possibly attributed to disturbing artifacts. Recently, Liu and Zeng (2006) attempted to identify the
importance of temporal information in clear speech perception. In their experiments, they performed uniform
time scaling to match the speaking rate between clear and casual speech and decreased the speaking rate
in casual speech, without processing artifacts, by increasing silent gaps between phonetic segments. Their
results showed that processing artifacts in uniform time scaling reduced speech intelligibility. Inserting gaps
in conversational speech improved the intelligibility, but this improvement might be a result of increased short-
term signal-to-noise ratios during level normalization.

In summary, even though many studies have been conducted in terms of phoneme, word, and sentence
duration, the findings are not all in agreement. However, the decrease in speaking rate allows speakers to
enunciate all of the words deliberately, with caution and without omitting phonemes. Moreover, word bound-
aries are respected by inserting pauses. Consequently, the different articulation adds more acoustic information
in clear speech compared to casual speech. With respect to the results presented in Krause and Braida (2004a),
clear speech produced at a slower speaking rate potentially achieved higher intelligibility due to the exis-
tence of more pauses and to the fact that slowing down the speech gives the listener more time to process the

message. Ultimately, we believe that duration plays a key role in determining intelligibility.



12 Intelligibility Enhancement of Casual Speech based on Clear Speech Properties

Temporal envelope modulations

The speech signal can be represented as a sum of amplitude-modulated signals in a number of narrow
frequency subbands spanning the signal bandwidth (Drullman et al., 1994b). The output waveform of each
subband can be considered as an AM modulated signal consisted of a carrier signal (temporal fine structure)
and an envelope (temporal envelope). There is a great dichotomy in auditory perception between temporal
envelopes and fine structure cues (Smith et al., 2002; Sheft et al., 2008; Liu and Zeng, 2006; Shannon et al.,
1995; Zeng et al., 2004; van der Horst et al., 1999). However, in this work we focus on the temporal envelopes.

Previous acoustic analysis between the two speaking styles, clear and casual, revealed higher modulation
depth of the temporal envelopes (Krause and Braida, 2004a; Liu and Zeng, 2006) of clear speech. This in-
creased modulation depth is suggested to be independent of speaking rate. Figure 1.3 shows the modulation
depth differences between (i) clear speech elicited in slow speaking rate (clr/slow) and conversational (casual)
speech (conv/normal) and (ii) clear speech elicited in normal speaking rate (clr/normal) and casual speech
(conv/normal). Clear speech elicited in normal speaking rate has been achieved after training the speakers to
elicit faster clear speech and has been proven to be more intelligible than casual speech (but a little less effec-
tive than clr/slow speech). The majority (five out of six) of the speakers present a higher modulation depth of
clr/slow speech than that conv/normal speech. Four out of six speakers, maintain this depth increase when they
speak clear but faster. This suggests that modulation depth increase is independent of the speech rhythm. The
rhythm possibly affects the modulation frequency that spans in higher modulation frequency regions in faster
clear speech. Therefore, acoustic analysis on casual and clear speech of different speaking rates reveals an

increase of the modulation depth of the temporal envelopes of clear speech compared to that of casual speech.
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Figure 1.3: Temporal envelope modulation data (Krause and Braida, 2004a). Envelope spectral differences of
the 1000-Hz octave band, obtained by subtracting the conv/normal modulation spectrum from the clr/normal
and clr/slow modulation spectra for each talker (T;,1 = 1..5) and speaking style, depicted by modulation
index.

The fact that clear speech appears to have greater modulations than casual speech, does not necessarily link
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this property with intelligibility. However, there is a growing evidence that there is a significant contribution
of the amplitude modulations to the intelligibility advantage of clear speech. First, Houtgast and Steeneken
(1985) quantified the modulation depth of the temporal envelopes using the modulation index. The modulation
index has been used as an objective measure of intelligibility in room acoustics (Houtgast and Steeneken,
1973). Based on the modulation index the speech transmission index (STI) has been proposed, an objective
measure used for prediction of speech intelligibility in noise and reverberation (Steeneken and Houtgast, 1980;
Houtgast and Steeneken, 1985).

Neurophysiological and psycho-acoustical studies also link the perception of sounds with modulations.
Psychophysical experiments by Bacon and Grantham (1989) indicated that there are channels in the auditory
system which are tuned to the detection of low frequency modulations. Ewert and Dau (2000) revealed that
there is a frequency selectivity in the envelope-frequency domain (i.e., modulation domain), analogous to the
frequency selectivity in the acoustic-frequency domain. Other studies have shown that neurons in the auditory
cortex are thought to decompose the acoustic spectrum into spectro-temporal modulation content (Mesgarani
and Shamma, 2005; Schonwiesner and Zatorre, 2009) and are best driven by sounds that combine both spectral
and temporal modulations (Shamma, 1996; Kowalski et al., 1996).

The study of Drullman et al. (1994a,b) came to re-enforce the connection of low frequency modulations
with intelligibility. The aforementioned study showed intelligibility degradation of speech after smearing low-
frequency modulations. Modulation frequencies between 4 and 16 Hz were found to contribute the most to
intelligibility, with the region around 4-5 Hz being the most significant, reflecting the rate at which syllables
are produced.

Based on the outcome of the study of Drullman et al. (1994b), modulation processing has been introduced
to separate speech from noise and therefore, enhance the intelligibility of speech in noisy environments. The
denoising algorithms are based on preserving the low-frequency modulations (4-16Hz) of the spectral envelope
which are considered important for intelligibility, while discarding other modulations imposed by the masker
(Wdjcicki and Loizou, 2012; Paliwal et al., 2010; Won et al., 2008; Mesgarani and Shamma, 2005).

Rather than denoising the speech signal, other studies focus on re-enforcing the amplitude modulations of
speech before presented in noise, as naturally happens in clear speech. In Kusumoto et al. (2005) modulation
spectral components between 1-16 Hz are enhanced prior to distortion of speech in reverberant environments.
The drawback of the designed modulation filters is that their efficiency depends on the reverberation condition.
In Krause and Braida (2009) the temporal envelope of casual speech is transformed to have higher modula-
tion depth as in clear speech. The modulation depth enhancement scheme is performed for low modulation
frequencies (less than 4Hz) which are considered to be important for phoneme identification. However, this
modification technique decreased speech intelligibility due to processing artifacts. Therefore, even though
modulations are judged as important for intelligibility and perception, increasing the modulation depth of the

temporal envelopes, while enhancing speech intelligibility, has not yet been efficiently addressed.
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1.4 Related work on speech modifications from casual to clear speaking style

In the previous section, we presented an overview of the feature differences between the two speaking
styles, clear and casual, and attempts that have been made to enhance the intelligibility of casual speech based
on the acoustic features of clear speech. In this section, we will summarize these attempts, revealing the
necessity for further modifications on casual speech in order to achieve the clear speech benefit.

In terms of prosodic transformations, several studies have examined duration modifications of speech in
order to enhance its intelligibility in noise for normal listeners and hearing impaired listeners. Motivated by the
expanded vowel duration that appears in clear speech compared to casual speech, Hillenbrand and Clark (2000)
performed modifications on CVC syllables with no intelligibility benefit. However, Gordon-Salant (1986);
Montgomery and Edge (1988) performed duration changes of the consonants on CV-syllables, a property that
is not met on clear speech. Possibly this choice was perceptually driven since Gordon-Salant (1986) had shown
that a combination of amplifying the consonant energy and lengthening consonant durations improved con-
sonant identification for normal-hearing listeners and for elderly hearing-impaired subjects (Gordon-Salant,
1987a). The effect of slowing down speech on intelligibility has been also examined on a sentence level for
various populations (cochlear implant users in noise (Nejime and Moore, 1998), on Alzheimer patients (Small
et al., 1997) and on elderly listeners (Schmitt, 1983; Kemper and Harden, 1999)). Directly connected with
clear and casual speech properties are the works of Picheny et al. (1989) and Uchanski et al. (1996a). These
studies performed modifications of casual speech to reach the duration of clear speech using uniform time-
scaling (Picheny et al., 1989) and non-uniform time-scaling and pause insertion (Uchanski et al., 1996b; Liu
and Zeng, 2006). However, none of the studies found an intelligibility benefit of processed speech. Possible
reasons are the introduction of artifacts from the time-scaling approaches (Picheny et al., 1989; Uchanski et al.,
19964a) and the fact that the pause insertion scheme copied the location of pauses on clear speech possibly dis-
rupting the casual signal. Last, possible reason of failure of the time-scale modification schemes to improve
intelligibility is that the elongation and pause insertion schemes were not combined to perform time-expansion,
as in clear speech. On the contrary, each modification scheme was evaluated separately.

Pitch changes occur in many speakers when switching form the casual to the clear speaking style. How-
ever, the effect of average fO and range to the intelligibility enhancement of clear speech is not know. FO
modifications from casual to clear did not prove advantageous, despite the fact that artificial flattening of fO
has been shown to degrade speech intelligibility (Laures and Bunton, 2003; Watson and Schlauch, 2008).

Unlike prosodic transformations which have been proven so far ineffective in increasing the intelligibility
of casual speech, spectral transformations have been proven advantageous. Niederjohn and Grotelueschen
(1976) increased speech intelligibility in noise by high-pass filtering the signal and applying amplitude com-
pression. Later, Skowronski and Harris (2006) linked the modifications performed by Niederjohn and Grotelueschen
(1976) to clear speech properties by performing CV ratio boosting. Krause and Braida (2009) enhanced the
intelligibility of casual speech for normal hearing listeners by 14% in -1.8 dB speech shaped noise (Nilsson

et al., 1994) by increasing the amplitude of the second and third formant of voiced segments. This energy
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increase in the region of F2 and F3 formants contributed to the amplitude increase in 1-3 kHz frequency region
of the LTAS, as observed in clear speech compared to casual speech. The aforementioned studies suggest that
consonant emphasis and amplitude boosting in perceptual important frequency regions (1-3kHz) can be bene-
ficial for the intelligibility enhancement of speech. However, these modifications have not been yet combined,
meaning that not all clear speech properties have been explored to enhance casual speech intelligibility. Taking
into consideration that in the work of Krause and Braida (2009) clear speech has up to 34% intelligibility gain
compared to casual speech, there is still much room for improvement.

Spectral transformations inspired by clear speech properties also involve formant modifications. As men-
tioned in the previous section, clear vowels appear to have a more expanded vowel space than casual vowels.
Mohammadi et al. (2012) performed vowel space expansion using a Gaussian mixture model to derive the
mapping function from casual formant frequencies to clear. Evaluation on normal hearing listeners in noise
showed no significant intelligibility enhancement of transformed speech compared to casual speech. There-
fore, it is worth exploring different vowel space expansion techniques.

Last, the information contained in the temporal envelopes of narrowband signals is considered to be im-
portant for perception and intelligibility. This information is reflected on the modulation depth of the temporal
envelopes on low modulation frequencies, between 2 to 16 Hz, which is presented enhanced in clear speech
compared to casual speech. Possibly, the intelligibility benefit of clear speech on various listeners and for
different environmental conditions is due to its increased modulation depth compared to other speaking styles
(Lombard speech, casual speech). Increasing the modulation depth of the temporal envelopes with a positive
impact on the intelligibility of the modified speech has been only efficiently addressed by Kusumoto et al.
(2005). The designed modulation filter was applied to speech prior to its distortion in reverberation. The
drawback of the proposed modulation filter is that its efficiency depends on the reverberation condition and
only when consonants are preceded by highly powered segments. These limitations restrict the use of the

modulation filters. Therefore, other modulation enhancing techniques can be explored.

1.5 Thesis subject

This work explores novel methods for enhancing the intelligibility of casual speech based on clear speech
properties. Casual speech is expected to benefit from such modifications since clear speech is a speaking
style with high intelligibility impact on various listening populations (native and non-native listeners, hearing
impaired, cochlear implant users, elderly people, people with learning disabilities etc.) in many listening con-
ditions (quiet, noise, reverberation). Previous research on clear and casual speech has revealed a great number
of feature differences between the two speaking styles. However, this work aims on modifying those features
that are most frequently met among speakers. These features are possibly connected with intelligibility but
corresponding modifications conducted by previous research either degraded intelligibility or gave moderate

results. In this thesis, the following modifications on casual speech are performed:

* prosodic modifications (duration and fO modifications)
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* vowel space expansion
* spectral transformations

* modulation depth enhancement

Evaluations are conducted with native and non native listeners in noisy environments (Speech Shaped
Noise) and reverberation. However, recently proposed objective intelligibility scores (Rherbergen and Vers-
feld, 2005; Tang et al., 2013) highly correlated with intelligibility are also used. Listening tests are also
performed by a small number of people with hearing deficits but not for all modifications. For comparison
purposes, our modification techniques are compared with clear speech and with the most successful modifi-
cation algorithm emerged from an extensive evaluation of the intelligibility of a variety of methods (Cooke
et al., 2013), namely the Spectral Shaping and Dynamic Range Compression (SSDRC) proposed in Zorila
et al. (2012).

Finally, the main objective of this work has been to perform modifications that do not require excessive
computation and statistical training. Therefore, the first thought was to create simple and explicit transfor-
mations inspired by clear speech properties without requiring the existence of the corresponding clear signal.
This designing preference would facilitate the incorporation of the transformation algorithms to a variety of

speech systems that demand quick response and preferably no statistical training.

1.6 Contributions

This main contributions of the thesis can be summarized as follows:

* The most prominent modifications that talkers employ when speaking clearly are the decrease of speak-
ing rate and to a less extent the increase of average fO and range. However, there is a great controversy
between research works on whether or not these modifications contribute to intelligibility. We propose
a simple method to evaluate the impact of speaking rate and fO contour on intelligibility. The method is
based on performing pitch and duration modifications from casual to clear speech and vice versa. Unlike
other studies, transformations did not create artifacts to the signal, allowing us to draw concrete conclu-
sions on what affects intelligibility. This work has been published in Interspeech 2012 (Koutsogiannaki
etal., 2012).

* Time-scaling modifications of casual speech have been proven non beneficial for intelligibility. Possible
reasons are the introduction of artifacts, the insertion of pauses on places that disrupted casual speech
and that no combination of the elongation and pause insertion has been exploited by the time-scaling
modification schemes, as it is found on clear speech. This work proposes a novel method that performs
nonuniform time-scaling with pause insertion. The method is inspired by the clear speech properties
but performs modifications based on the perceptual characteristics of casual speech in order to create

the minimum possible disturbances that may degrade intelligibility. The efficiency of the time-scaling
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technique is compared with state-of-the-art methods (1) segmental time-scaling and (2) uniform time-
scaling. Results from this study suggest that time-scaling modifications are beneficial for reverberant
environments and reveal a connection of the time-scaling factor with the reverberation time. This work
has been published in eNTERFACE’12 (Stylianou et al., 2012) and in Interspeech 2015 (Koutsogian-
naki et al., 2015).

* Formant modifications may be proven beneficial for intelligibility since they are strongly connected with
articulation and vowel recognition. Previous work on vowel space expansion transformed both formant
frequencies and the spectral envelopes of speech. To out knowledge, there has been no previous effort
to address vowel space expansion in isolation and to assess the corresponding intelligibility impact. In
this work, we explore vowel space modifications. Vowel space expansion is performed using a clear
speech-inspired frequency warping method. Unlike other approaches, this method is explicit and can be
applied to any speech signal without the need of training. The results of this study have been published
in Interspeech 2013 (Godoy et al., 2013) and in Computer Speech and Language (Godoy et al., 2014).

» Spectral transformations inspired by clear speech properties have been proposed by previous studies.
Specifically consonant emphasis and energy boosting of 1 — 3kHz frequency region of the LTAS have
been proposed to enhance the intelligibility of clear speech. However, these modifications have not
been combined. Studies have not explored all clear speech properties since their analysis was limited on
specific speakers or on specific segments (voiced parts). We propose a different approach. Our analysis is
performed on a large number of sentences of various speakers for the two speaking styles. This averaging
shows a general trend between the two speaking styles, revealing more than one frequency regions with
enhanced spectral content in clear speech. We propose a method that boosts the spectral content of
these frequency regions. The proposed technique has multiple benefits on (1) intelligibility (2) quality
(3) computation. This work has been published in Interspeech 2014 (Koutsogiannaki and Stylianou,
2014). A combination of this method with time-scaling modifications has been proposed in Interspeech
2015 (Koutsogiannaki et al., 2015) for enhancing the intelligibility of speech in reverberation. This work
has been patented (Koutsogiannaki, 2015) for revealing a relation between the time-scaling factor of

duration expansion techniques with the reverberation time in order to have an intelligibility benefit.

* Enhancing the modulation depth of low frequency modulations has been addressed only for reverber-
ation with moderate results (less than 10% of intelligibility enhancement) and limitations. The contri-
bution of this work in terms of modulations is twofold. First, a novel method is proposed to enhance
the intelligibility advantage of speech in noise. The proposed method is based on the idea of coherent
demodulation (Atlas and Janssen, 2005), where the signal has to be analyzed in very short narrowbands
to reveal the fine structure and the temporal envelope of the signal. The idea of coherent demodulation is
applied in this work by decomposing the speech signal into quasi-harmonics using the extended Adap-
tive quasi-harmonic model (Kafentzis et al., 2014). eaQHM is an accurate analysis and synthesis model,

highly adaptive to the signals characteristics. After decomposing speech into a carrier (fine structure)
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and an amplitude (temporal envelope), a transforming function is applied to the temporal envelopes to
increase their modulation depth. The transforming function is based on clear speech properties and on
perceptual characteristics related to the non-linear process of sounds by the ear. The re-synthesized sig-
nal is highly intelligible in noise compared to the original signal (more than 30% intelligibility enhance-
ment). Second, to our knowledge none of the previous works has examined the impact of the spectral
enhancing techniques to the modulations of the temporal envelopes. This work shows that the spectral
modification algorithms enhance the modulation depth of the temporal envelopes on specific frequency
regions. Therefore, the intelligibility effectiveness of these techniques may be attributed to a degree to
this modulation depth enhancement. This work has been submitted on ICASSP 2016 (Koutsogiannaki
and Stylianou, 2016).

Other less significant contributions are:

Comparison of clear speech and Lombard speech terms of intelligibility and comparative acoustic anal-

ysis on specific features.

Highlighting and dealing with the high variability in scores among listeners. This variability has been
greater for the non-native listeners showing differences on language processing. Moreover, problems
with variability have been observed with sentence or word difficulty. This led us to adopt more controlled
“random” scenarios on intelligibility tests in order to ensure that all algorithms will be evaluated under

the same circumstances (i.e. same difficult sentences).

An extensive analysis is performed on the clear and casual speech corpus of the LUCID database (Baker
and Hazan, 2010). The database has been annotated. Pause distributions have been estimated per speak-

ing style, vowel spaces have been extracted per speaker and per speaking style etc.

A great number of modification algorithms has been implemented. Modification algorithms included
application of A-weighting filters, transition detection and enhancement, formant shaping using line

spectral frequency pairs. However, these techniques were not advantageous and are not reported.

1.7 Structure of thesis

The rest of this thesis is organized in 7 chapters, as follows:

* Chapter 2 presents our acoustic analysis of the two speaking styles, clear and casual, focusing on the

main features that inspire our proposed modifications.

* Chapter 3 examines the impact of speaking rate and pitch on intelligibility and explores prosodic modi-

fications for enhancing the intelligibility of casual speech. Objective and subjective results are presented

in speech shaped noise (SSN).
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* Chapter 4 presents the vowel space expansion technique. Objective and subjective intelligibility scores

are presented on clear, casual and modified casual speech in SSN.

* Chapter 5 presents our spectral modification technique for intelligibility enhancement with quality re-
strictions. First, a comparative analysis on the intelligibility between clear, casual and Lombard speech
is presented in order to show the intelligibility differences between natural speaking styles. Then, a
Lombard-like modification technique, namely the SSDRC is presented. In this work, SSDRC serves
as an upper limit of intelligibility since it has been proven the most powerful modification technique in
terms of intelligibility in SSN. Next, our clear-inspired proposed spectral modification is described and
evaluated in two conditions, SSN and reverberation, combined also with time-scaling transformations.

Quality tests (preference tests) and objective and subjective intelligibility scores are presented.

* Chapter 6 describes the proposed modulation enhancement technique, DMod. Subjective intelligibility

tests in SSN are used to evaluate the efficiency of our method.
» Chapter 7 concludes the thesis and suggests future research directions.

* Appendix contains links to supportive sound material for each modification algorithm proposed. Last, it

summarizes the publications that describe this work.
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Chapter 2

Acoustic analysis on Read Clear and Read

Casual speech

This chapter describes the clear and casual speech corpora used for algorithm development and evaluation.
The corpora used for our analysis is the read clear and read casual speech from the LUCID database (Baker and
Hazan, 2010). Relative to spontaneous speech (Hazan and Baker, 2010, 2011), read speech is an exaggerated
form of speech. Specifically, read clear speech compared to spontaneous clear speech shows greater change in
FO range and decrease in speaking rate (Laan, 1997; Hazan and Baker, 2011).

Read clear speech appears to be more intelligible than spontaneous clear speech (Smith, 1982). One
probable reason for this enhancement, is that when the talkers are instructed to speak clearly in the read task,
since they do not have any communication feedback, they follow consistently the instructions throughout the
task. On the other hand, in spontaneous dialogue tasks, the talkers use the feedback from the listener’s side
in order to communicate effectively and simultaneously minimize their speaking effort. With the passage
of time, the speaker reduces his/her speaking effort until a misunderstanding from the listener’s side adjusts
his/her speaking to higher intelligibility levels. Therefore, spontaneous speech is characterized by parts of high
and low clarity (Hazan and Baker, 2011).

In LUCID corpora, read casual speech was produced after instructing speakers to read the sentences “casu-
ally as if talking to a friend” whereas for read clear speech the instructions were to speak “clearly as if talking
to someone who is hearing impaired”. Forty speakers participated in the recordings (20 Male and 20 Female).
Speakers in this database are Southern British English between 19 and 29 years old with no speech or language
disorders. 144 sentences were recorded for each speaker and for each speaking style, clear and casual. The
sentences are meaningful and simple in syntax.

Acoustic analysis performed on the database (Hazan and Baker, 2010, 2011) showed differences between
read clear and read casual speech in the spectral and time domain. Specifically, when speakers read clearly,
they produced speech with higher fundamental frequency, higher energy in the frequency band 1-3kHz and
higher range in first and second formant than when reading casually. However, these adaptations showed

variability among speakers, depending on the strategy that each speaker adopted to produce the specific style
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of speech. The feature that was prevalent for all speakers, when eliciting read clear speech, was the decrease
of the speaking rate. Speakers slowed down their speech to a greater extent when reading clearly, by extending
the mean word duration and inserting pauses. As reported by Hazan and Baker (2011), the mean word duration
was approximately 1.7 times longer in read clear speech than in read casual speech.

In the sections that follow, we will present our comparative analysis between the two speaking styles, read
clear and read casual speech. For simplicity, the term clear and casual will be used to refer to read clear and
read casual speech respectively, throughout the document. Acoustic analysis is performed on all speakers
in the database and in some cases on a subset of speakers in order to reduce the number of data need to be
processed and analyzed. When referring to “our subset” the acoustic analysis involves 4 female speakers (F12,
F13, F14, F15) and 4 male speakers (M11, M13, M15, M33). The most important result from this acoustic
analysis is that the observed and measured differences between the two speaking styles will be incorporated in

our proposed modifications for enhancing the intelligibility of casual speech.

2.1 Pause frequency, pause duration and speech duration

Reduction in speaking rate includes an increase in pause frequency and duration, as well as an elongation
of the speech segments. The acoustic analysis performed by Hazan and Baker (2010) reveals an increase in
the mean word duration by 64% for female speakers (20 speakers) and 73% for male speakers (20 speakers)
when switching from the casual to the clear speaking style. In this work, an acoustic analysis is performed on
our subset. For the 8 speakers that form our subset, the duration difference is estimated between each clear
sentence and its corresponding casual sentence. Then, the average difference duration of 144 sentence pairs
is depicted on Figure 2.1. The standard deviation of the sentence duration per speaker is also illustrated. As
we can see, male speakers decrease their speaking rate to a greater extent when speaking clearly compared to
female speakers.

Examining further the decrease of speaking rate in clear speech, the contribution of pauses is estimated. For
measuring the number of pauses and their duration, we have implemented an automatic pause and speech de-
tection algorithm based on loudness criteria. Specifically, the pause detector relies on a low-loudness detection
function based on the Perceptual Speech Quality measure (PSQ) described in ITU Standard REC-BS.1387-1-
2001. First, the total loudness of the speech signal is computed by PSQ and then the normalized loudness is
estimated, dividing by the maximum loudness of the signal. Then, a frame of the signal is considered not-
speech, if its normalized loudness is less than 15%. After cross-validation (Stylianou et al., 2012) using a
subset of files with manually-detected pauses (50 files from spontaneous speech of the LUCID database), it
was found consistent.

Table 2.1 presents differences on the number of pauses and on the pause and speech duration between
clear and casual speech. The average number of pauses per sentence is computed as the ratio of the number
of pauses detected on all sentences to the number of sentences. Mean pause duration is the ratio of the sum

of all pause durations on the whole dataset to the number of pauses. Mean speech duration per sentence is
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Figure 2.1: Average duration difference between the two speaking styles, clear and casual

the mean of the speech duration for all sentences. As Table 2.1 depicts, the number and duration of pauses as
well as the mean speech duration is greater in clear than in casual speech. Moreover, the pause duration varies

substantially in clear speech.

Number of pauses | Mean Pause duration Mean Speech duration

per sentence in msec per sentence in sec

Female | Male Female Male Female | Male
Clear | 4.7 52 75.0(59.2) | 101.7 (83.1) | 2.3(0.3) | 2.5(0.5)
Casual | 2.6 1.9 43.0(28.8) | 40.4(28.3) | 1.6(0.3) | 1.6(0.2)

Table 2.1: Average number of pauses per sentence, mean pause duration (in msec), mean speech duration (in
sec) per sentence in clear and casual style produced by 4 female and 4 male speakers. Standard deviations
are given on parenthesis.

2.2 FO0 distribution

Focusing on {0 differences between the two speaking styles, clear and casual, acoustic analysis is per-
formed on our speech corpora. Specifically, 50 sentences out of 144 per speaking style are randomly selected
for each speaker on our subset. The fO values are extracted using SWIPEP (Camacho and Harris, 2008).
SWIPEP estimates the pitch of the signal every 10ms within the value range 75-500 Hz. The spectrum is sam-
pled uniformly in the ERB scale every 1/20 of ERB, using an overlap factor of 50%. The pitch is fine-tuned
using parabolic interpolation with a resolution of 1 cent samples. Pitch estimates with values lower than 0.2
are discarded. The histogram of the fO values for all sentences of a male speaker is depicted in Figure 2.2(b)
for clear speech and Figure 2.2(c) for casual speech. The density estimate is also calculated and depicted in
Figure 2.2(a) to provide a smoother version of the histograms and a better illustration for comparing the two

speaking styles. As we can see, clear speech has higher fO average and range compared to casual speech for
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this male speaker (M35).
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Figure 2.2: The distribution of FO among the two speaking styles, clear and casual (a) Density estimates (b)

Histogram of clear speech (c) Histogram of casual speech

Figure 2.3 shows the density estimates for each speaker on our subset. As we can see, the higher fO mean

and range observed in clear speech compared to casual speech is not consistent across speakers.
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Figure 2.3: Pitch differences between the two speaking styles, clear and casual

2.3 Vowel spaces

200
FO

250

Acoustic analysis of the vowel spaces is also performed on clear and casual speech. 50 sentences per

speaker (40 speakers) and per speaking style are automatically segmented using an HTK-based audio-to-text
aligner!, without manual corrections. After segmentation, the vowel spaces are generated as follows. First,
formant analysis is performed using Praat, which exploits the Burg algorithm (Boersma, 2001) to estimate
the formant values of speech segments. The values at the center of the speech segment are the representative
pair of F1 and F2 values for each vowel instance. Figure 2.4 depicts the F1-F2 values of all vowel instances
of a female speaker (F12) classified into two vowel categories, lax and tense. It can be observed that there
is a high dispersion of the formant values in the vowel space for each vowel, especially for the lax category.
This dispersion is more prominent in casual speech, whereas for clear speech there is a tendency even for the
lax vowels to create clusters, even though these clusters overlap significantly. For the tense vowels, cluster
formation is observed both for clear and casual speech with the overlap of clusters being less prominent in
clear speech.

Expanding our analysis to all speakers of LUCID, the mean of each vowel instance is estimated per speaker
and the vowel spaces are depicted per speaker category, namely female (Figure 2.5) and male (Figure 2.6) and

for all speakers (Figure 2.7). Two observations can be made by these graphs. First, the vowel space seems to

'many thanks to Paul Iverson, Mark Wibrow, Jos Joaqun Atria and Valerie Hazan for providing the authors with the HTK aligner.
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Figure 2.4: Casual and clear vowel space of lax and tense vowels for F12

be more expanded in clear speech than in casual speech both for lax and tense vowels, for the latter though
to a greater extent. Second, the male speakers form more accumulated clusters than female speakers. We
believe that the dispersion that appears in female vowel spaces is due to inaccurate formant estimation, since
the probability of correctly estimating the formant position in female’s speech is lower than that in male’s
speech.

In order to visualize and measure the vowel space differences between the two speaking styles, for each
vowel, the mean is calculated to create a single value in the graph. Specifically, for each vowel, the mean over
all of the vowel instances is trimmed, with 95% of the data kept, in order to limit the influence of potential
outliers. Then, the convex hull (i.e., a polygon fit that encompasses all of the data points) is used to represent
the vowel space area, as it effectively captures the maximal area that the points in the vowel space span.
Figure 2.9 shows the vowel spaces calculated using all of the vowel instances for all speakers in our dataset,
while Figure 2.8 shows the vowel spaces for each individual speaker. Additionally, Table 2.2 indicates the
convex hull vowel space areas for the overall average plot in Figure 2.9 as well as the average of the male (M)
and female(F) speakers for each style. It is apparent from Figure 2.9 and Table 2.2 that the clear speech vowel
space area is expanded with respect to that of the casual. Moreover, in Figure 2.8, the vowel space expansion
for clear speech is consistent across speakers, with the convex hull shape and orientation also remaining largely

intact.
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Figure 2.5: Casual and clear vowel space of lax and tense vowels for all female speakers in LUCID
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Figure 2.6: Casual and clear vowel space of lax and tense vowels for all male speakers in LUCID
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Figure 2.8: Convex hull of clear and casual vowel spaces for lax and tense vowels per speaker
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Figure 2.9: Convex hull of clear and casual vowel spaces for lax and tense vowels for all speakers of our
dataset

Clear | Casual | Difference (%)
ALL | 3.93 2.32 69%
M 2.44 1.16 110%
F 5.15 3.58 44%

Table 2.2: Average vowel space area (x10° H z?) determined by the convex hull, given for all speakers as well
as for male (M) and female (F) speakers separately. The percentage of the average expansion is also reported.
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2.4 Spectral envelopes

Spectral energy enhancement in the 1 — 3KHz frequency region has been observed in clear compared
to casual speech. The following analysis explicitly examines the differences in spectral energy distributions
of clear speech with respect to its casual counterpart, specifically via the average relative amplitude spectra
(Krause and Braida, 2004b; Godoy and Stylianou, 2012). First, all sentence pairs (clear-casual) are normalized
to have the same Root Mean Square (RMS) and downsampled to 16kHz. Frame-by-frame estimation of
the true envelope as proposed by Imai (1983); Roebel et al. (2007) is performed for the voiced segments.
For unvoiced segments, spectral envelope estimation directly from the LPC analysis is employed. The true
envelope estimation is based on cepstral smoothing of the amplitude spectrum. The cepstrum order is set to
15 in order to estimate an overall energy of the frequency bands and avoid energy canceling due to different
formant positions of each speaker. Again, for each spectral envelope, the DC component is set to zero. Then,
the spectral envelope is normalized by its RMS to eliminate intensity differences between clear and casual
speech. The “relative spectrum” for each speaker is then defined as the log-difference between the average
clear and average casual spectral envelopes, calculated using all frames. As in Godoy and Stylianou (2012),
the DC component of this difference is removed in order to avoid a constant bias related to frame energy. This
DC component would simply shift the relative spectrum up or down by a constant amount, without altering
the overall curve shape. The average relative spectra for the clear-casual corpora are shown in Figure 2.10 for
individual speakers.

Clear-casual relative spectra show a significant variation across speakers indicating that each speaker em-
ploys a different strategy to produce clear speech. For example, speaker M 15 shows an increased energy near
1000Hz while for M11 an energy enhancement above 3000Hz is observed. Possibly, M11 employs a consonant
emphasis technique to produce clear speech.

Figure 2.11 shows the average relative spectra of all individuals depicted in Figure 2.10. The averaged
spectral envelopes of clear and casual speech are computed as the mean of all frames for each speaking style
separately. Figure 2.11 shows the outcome that derives from the subtraction of the log average spectral en-
velopes of casual speech from that of clear speech. A limited number of sentences (20 sentences per speaking
style) is used to derive the average relative spectra since it will serve as a training dataset (see Chapter 5). Pos-
itive difference suggests that the energy of clear speech is higher than that of the casual. As we can see, clear

speech appears to have higher energy in two frequency bands, B1 = [2000, 4800] and B2 = [5600, 8000].
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2.5 Connection of observed differences with intelligibility

In the previous sections we have seen the acoustic differences between read clear and read casual speech,
focusing on a subset of speakers from the LUCID database, F12, F13, F14, F15 (female) and M11, M13, M15,
M33 (male). The intelligibility efficacy of these speakers is reported in this section in order to have a measure
of how effective is their speaking adjustment. However, no intelligibility listening tests have been conducted on
read clear and read casual speech to estimate which speaker is more efficient. The measurements are based on
the diapix (spontaneous speech) recordings rather than the read sentences but they should give an indication of
the relative clarity of speakers and of the degree to which they enhance their speech. Specifically, the speakers
of LUCID database have participated in a dialogue condition, namely the diapixUK task described in Baker
and Hazan (2010). It was an interactive “spot the difference” game for two people that allows for recordings
of natural spontaneous speech. The task was evaluated in two conditions. In the first condition there was no
noise (no barrier, NB) on the listener’s side. In the second condition, the speech elicited by the talker was
spectrally degraded before presented to the listener (VOC condition). The speakers in VOC condition had to
increase their clarity so that the listener could accomplish successfully the diapix task. Figure 2.12 depicts the
intelligibility changes from the NB to the VOC condition per speaker 2. Comparing the intelligibility efficacy
among speakers, M15 and F15 seem to produce clearer speech compared to other speakers, while they modify
their speech to a greater extent from NB to VOC condition. Examining which of the above features, namely
{speaking rate, pitch, vowel space, spectral envelopes}, change the most for these two speakers, vowel spaces
show the greatest difference between the two speaking styles for these speakers (Figure 2.8). M15 produces
also the slowest speech compared to other speakers, whereas F15 exhibits small modifications on the speaking
rate (Figure 2.1). Moreover, in comparing Figure 2.10 and Figure 2.3 with the intelligibility ratings, differences

in pitch and spectral energy do not appear to be correlated with speaker intelligibility.
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Figure 2.12: Intelligibility scores from NB to VOC condition per speaker

“These graphs are from a draft paper on individual differences across speakers provided to us by (Hazan and Baker, 2010)
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2.6 Discussion

In this Chapter, we presented a the comparative analysis performed between clear and casual speech which
focuses on the most prominent features that differ between the two speaking styles. First, by examining
differences on the speaking rate between clear and casual speech, we found that clear speech exhibits a 42-
60% increase of the mean pause duration compared to casual speech and roughly the same percentage of
increase in the average number of pauses, with female speakers being more conservative than male speakers
to changes between styles. The mean speech duration also increases, although to a less extent (nearly 30%),
when switching from casual to clear speech. Second, exploring changes in fO distribution revealed that clear
speech has higher fO range than casual speech. However, this is not consistent in all speakers. On the other
hand, vowel space expansion in clear speech is a prominent feature difference to all speakers. Indeed, all
speakers that produce clear speech have more expanded vowel spaces compared to their casual counterpart.
Moreover, speakers with the highest intelligibility benefit also have the more expanded vowel spaces compared
to other speakers. This suggests a possible correlation of the vowel space expansion with intelligibility. Finally,
differences in the relative spectra is also presented between clear and casual speech. However, unlike other
studies, this work reveals two important frequency regions where clear speech is more enhanced than casual
speech. The analyses performed in this Chapter are incorporated in the sections that follow to our proposed

modifications for intelligibility enhancement.
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Chapter 3

Prosody Transformations

In the previous chapter we observed differences between the two speaking styles in pauses and elongation
of speech segments and in the distribution of f0. However, these two features may not be connected with
the intelligibility advantage of clear speech. Previous studies suggest that clear speech can also be produced
without decreasing the speech rate, after training the speakers (Krause and Braida, 2004a). Moreover, our
analysis on the LUCID database has revealed that natural increase of fO average and range in clear speech is
not displayed for all speakers. Therefore, in this chapter we examine whether or not the speaking rate and pitch
contribute to the intelligibility benefit of clear speech. To achieve this, we exclude these acoustic features from
clear speech by modifying clear signals to match the duration and pitch of the casual signals. Then, changes
in the intelligibility are measured with objective and subjective listening tests.

The above method suggests that the speaking rate is indeed important for intelligibility. Therefore, less
intrusive time-scaling approaches than segmental time-scaling are explored in Section 3.2 for enhancing casual

speech intelligibility.

3.1 Studying the effect of speaking rate and pitch to intelligibility

A simple method is implemented in order to explore whether or not duration and pitch contribute to the
intelligibility advantage of clear speech. The general concept of our method is to modify these acoustic at-
tributes from the one speaking style towards the other and evaluate the changes on intelligibility subjectively
and objectively. This is implemented in two sequential experiments. In the first experiment, modifications
in pitch and duration are performed on clear speech to match the corresponding acoustic properties of casual
speech. In the second experiment, only duration modifications are performed, extending the first experiment
by evaluating duration transformations from casual to clear.

Both experiments share the same speech corpus. The speech corpus selected for evaluation is a random
subset from the LUCID database. Specifically, 69 distinct pairs of clear and casual sentences are selected,
uttered by the same speakers. Before modified and presented for evaluation, the dataset is preprocessed. The

preprocessing involves downsampling to 16 kHz and high-pass filtering the signals in order to remove low-
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pass noise introduced by breath and lip effects. The filter is a 5-order high pass digital elliptic filter with
80Hz cut-off frequency. For the duration modifications, segmental time-scaling is performed. Therefore, time
alignment values are estimated by hand at a segmental level. Then, the time-alignment information feeds the
Waveform Similarity based Overlap-Add algorithm (WSOLA-Demol et al. (2004)) that modifies the duration

of the one speaking style to match the duration of the other.

3.1.1 Experiment I

The methodology of the first experiment is depicted in Figure 3.1. In this experiment, WSOLA time-scales
clear sentences to match the duration of casual sentences. Then, the time-compressed clear signal is modified

in pitch to match the corresponding fO values of casual, using the following pitch equalization function:

Pitch Modified clear speech

¥
modification in pitch and duration

Modified clear speech

Clear / in duration
— " Timescale

speech

(WSOLA)

Casual
speech |, SpectralShaping

and Dynamic Range Modified casual speech
—

Compression in spectral domain

objective evaluations

Figure 3.1: Defining the impact of duration and pitch to intelligibility

Fonew  — Foclear - ﬁclear

clear — O—Focasual + Focasual (31)
UFOclear

where W{.} and oy.y are the mean and standard deviation of the FO, respectively. The pitch modification is
performed by PSOLA (Charpentier and Stella, 1986). Figure 3.2 shows the fO track (Drugman and Alwan,
2011) estimated on clear and casual speech for the M35 speaker, whose fO distributions differ significantly
between the two speaking styles (see Chapter 2). The fO of the pitch-scaled clear signal is also depicted,
showing a reduced fO range compared to unprocessed clear speech and a similar average value and range to
that of casual speech.

The modifications are objectively evaluated in the presence of Speech Shaped Noise (SSN) using a mod-
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Figure 3.2: Fundamental frequency (FO0) of a clear sentence and its corresponding casual sentence uttered by
M35 speaker. The clear sentence is modified in pitch using equation (3.1) in order to approach the f0 average
value and range of the casual sentence. Non-zero values of fO in the sentence are not depicted.

ified version of the extended Speech Intelligibility Index (extSII), the ESII. For the computation of extSII we
followed the steps described in Rherbergen and Versfeld (2005). First, an FIR Filter Bank is used to filter
speech and noise signals into 21 critical bands (Fraser, 1999). Each filter in the filter bank is a linear FIR filter
of type I and order 200. Next, the time varying intensity of the signal is computed for each output of the filter
bank. For this, non overlapped rectangular windows are used with window lengths ranging from 35 ms at the
lowest band (center frequency 50 Hz) to 10 ms at the highest band (center frequency 7000 Hz). The windows
are aligned such that they ended simultaneously (Rherbergen and Versfeld, 2005). The intensity level is nor-
malized to dBSPL using the absolute threshold of hearing (10~!? Watts). At a given instant, the instantaneous
extSII is computed following a standard procedure (ANSI-S3.5-1997, 1997) using the so-called speech per-
ception in noise (SPIN) weighting function and the estimated speech and noise normalized intensities. Finally,
the extSII for a speech-in-noise condition is determined by simple averaging across all the instantaneous extSII
values. ESII differs from extSII in that ESII considers also the duration of the signal as an intelligibility factor.
The objective intelligibility score computed by ESII was successfully validated using results from a listening
test described in Valentini-Botinhao et al. (2011).

Figure 3.3(a) shows the objective intelligibility score ESII of the casual, the clear, the modified clear
speech in duration, and the modified clear speech in duration and pitch towards that of casual speech in SSN

of different SNR levels. Figure 3.3(b) depicts the probability of correctly identifying a sentence for various
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Figure 3.3: Objective Measure Score for the four sets of signals for different levels of SNR: (a) Speech Intelli-
gibility Index (b) Probability of correctly identifying a sentence

SNR levels. Therefore, the probability of identifying correctly a sentence uttered in clear style on 5dB SNR
is 60% with an intelligibility score near 40%. Figure 3.3 reports that time-compressed clear speech has lower
intelligibility than unprocessed clear speech. Moreover, it suggests that pitch modifications do not affect
the intelligibility of clear speech, since the degradation of intelligibility derives from the time-compression
scheme. This is re-enforced by pilot listening tests (with a small number of non-native listeners on 0dB SNR
in SSN) that verify that pitch modifications do not seem to contribute to speech intelligibility. These results
suggest that the intelligibility benefit of clear speech is possibly attributed to its lower speaking rate. Therefore,
the second experiment focuses only on duration modifications between the two speaking styles and performs

both objective and subjective evaluations.

3.1.2 Experiment IT

The methodology followed by the second experiment is depicted in Figure 3.4. In this experiment, casual
speech is time-expanded using segmental time-scaling and is compared with unprocessed clear and casual
speech and with time-compressed clear speech. SSDRC modified casual speech is also presented since it
serves as an upper bound for intelligibility in most of our evaluations. These modifications are evaluated
subjectively by native and non-native listeners and objectively in presence of SSN noise. Evaluations are

analytically described below.

Subjective evaluations

Subjective evaluations include perceptual tests performed by native and non-native listeners on SSN noise.
Specifically, SSN is added to the five set of signals, {clear, casual, SSDRC, casual-time-expanded, clear-
time-compressed}, to create the test signals. Different levels of SNR are explored, namely {—3, 0, 5} dB.

Therefore, for the five set of signals and for the 3 different SNRs, a dataset of 5x3 test sentences is created.
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Figure 3.4: Defining the intelligibility impact of segmental time-scaling modifications on casual speech

From this dataset, each listener randomly hears signals with the limitation of hearing each sentence only once.
Then, the listener evaluates a sentence based on the description provided in Table 3.1. The listening test is
performed by 24 native speakers and 15 non-native speakers. For each set, the average score value across
participants is calculated. Then, the average score values are normalized by the maximum theoretical score (5)
and are depicted in Figure 3.5(a) and Figure 3.5(b) for the native and non-native population, respectively. The

subjective scores are normalized.

Score | Description

5 if you understood the whole sentence
if you understood the sentence except one or two words
if you could barely understand the sentence
if you could understand some words but not the message
if you could not understand anything at all

—_— N W A

Table 3.1: Subjective Scores Description

Evaluation results show that in the presence of relatively low noise (SN R = 5dB), clear speech is more
intelligible than casual speech both for native (7%) and for non-native speakers (17%). Comparing native and
non-native speakers, the intelligibility advantage of clear speech is much higher for the non-native popula-
tion. Time-compression of clear speech reduces its intelligibility around 5% for native speakers and 8% for
non-native speakers in high SNR condition (SN R = 5dB). However, in more adverse listening conditions
(SNR = —3dB), making clear speech faster reduces its intelligibility to 18% for native speakers and 11%
to non-native speakers. This suggests that speaking rate plays a significant role in the intelligibility of clear
speech.

However, the intelligibility benefit of clear speech is possibly attributed to other acoustic properties besides

speaking rate. This is suggested by the fact that clear speech maintains a part of its intelligibility after time-
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compression compared to casual speech especially for non-native listeners (Figure 3.5(b)). This assumption is
also enforced by the fact that time-expansion does not help casual speech to increase its intelligibility. On the
contrary, time-expanded casual speech gives lower intelligibility scores than the unprocessed casual speech,
with a more negative impact to the native speakers. Native speakers actually reported that the expanded in
duration casual signals sounded irritating.

Transforming casual speech in spectral domain significantly raises intelligibility for all SNR levels, both
for native and non-native listeners (Figure 3.5). Native speakers reported a 32% increase of intelligibility
after SSDRC modifications on casual speech, while non-native speakers reported a 27% of raise for low SNR
(—3dB). For the same condition the transformed SSDRC casual speech is 11% more intelligible than clear
speech, as Figure 3.5 reports, while for higher SNR values (5dB), SSDRC-modified casual speech and clear

speech share the same intelligibility score.
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Figure 3.5: Subjective Measure Score for the 5 set of signals for different levels of SNR. a) Native Speakers b)
Non-native speakers

Objective evaluations

Objective measure tests based on the ESII were also performed in this experiment. Figure 3.6 depicts
the ESII intelligibility scores of the five set of signals, namely {casual, clear, clear time-compressed, casual
time-expanded, SSDRC modified casual} in SSN for various SNR levels {-10, -5, 0, 5, 10}. According to
the ESII measure, clear speech and SSDRC modified speech have higher intelligibility scores than casual
speech (Figure 3.6(a)) with higher probability (Figure 3.6(b)) of correctly identifying a sentence for SNR
levels above —5dB. On the other hand, casual speech and time-compressed clear speech that have the same
duration, give the same score of ESII independent of the SNR level (Figure 3.6(a)). This is consistent with
subjective evaluations for native listeners, despite differences in the score values (ESII scores are much lower
than subjective scores). On the other hand, objective measures give contradictory results with the subjective
scores of time-expanded casual speech. This is due to the fact that the ESII takes into consideration the duration
of the signal that is examined compared to the reference signal. The reference signal is the casual signal whose

duration is much smaller. Increasing the duration of casual speech contributes positively to the intelligibility
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Figure 3.6: Objective Measure Score for the five sets of signals for different levels of SNR: (a) Extended Speech
Intelligibility Index (b) Probability of correctly identifying a sentence

3.1.3 Discussion

Differences obtained from the acoustical analysis between the two speaking styles show a decrease of
the speaking rate and a higher intelligibility advantage of clear speech compared to casual speech. Since clear
speech exhibits a sizable intelligibility advantage over casual speech, it can be assumed that at least some of the
essential acoustical characteristics of clear speech are preserved after its time-compression. Indeed, excluding
the duration factor from clear speech, its intelligibility decreases but does not reach the intelligibility levels of
casual speech. This suggests that duration is an important intelligibility feature but not the only contributing
factor to the intelligibility of clear speech. Clear speech is enriched with other acoustic-level information that
casual speech does not have (i.e pauses). Possibly this is the reason why the time-expansion of casual speech
failed to increase intelligibility since it cannot fill the gap of this missing phonetic-level and acoustic-level
information.

This study motivates us to explore two different approaches for enhancing speech intelligibility. On the
one hand, duration modifications seem to be important for intelligibility. On the other hand, segmental time-
scaling has been proven harmful for intelligibility. Possibly, segmental time-scaling is a rather intrusive way to
time-scale casual speech, since it is based on the acoustic properties of clear speech, disregarding the acoustics
of casual speech. Moreover, the absence of pauses leads to extreme elongation of casual speech segments,
degrading speech quality and intelligibility. Therefore, different time-scaling modifications are explored in
the section that follows, considering the acoustic properties of casual speech and differences in the pause
distribution between the two speaking styles. Furthermore, SSDRC transformations of casual speech increase
its intelligibility near the levels of clear speech, suggesting that spectral transformations are advantageous for
enhancing speech intelligibility. It is therefore, worth exploring clear-speech inspired modifications and also

examine whether or not SSDRC shares similar acoustic features with clear speech.
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Last but not least, one could comment on the subjective and objective evaluations. First, the contradictory
results between subjective and objective scores, obtained from the above experiments, reveal the necessity of
performing subjective intelligibility tests in order to evaluate the efficiency of our modifications. Last, in this
section the subjective listening tests cannot be characterized as intelligibility tests since this would require
asking the listeners to write down what they understood rather than asking them if they understood. However,
the results of this test agree with the intelligibility classification of speaking styles and modifications provided

in Chapter 5 and therefore are considered trustworthy.

3.2 Exploring Clear-inspired time-scaling modification techniques

The intelligibility advantage of clear speech has proved itself to be linked to a reduction in the speaking
rate. However, this reduction is associated with the hyper-articulation of the style, involving numerous cues
that carry multi-level (e.g. linguistic, perceptual, phonetic, acoustic) significance. For example, to illustrate
the multi-level significance of the pronunciation of one word, consider the word “insert”. The word insert
can be either pronounced as ["m/[3rt] or [m”[3rt] depending if the word is a noun or a verb. Therefore, these
words differ both linguistically (the two words have different meaning and stress) and acoustically. Since
the placement of the intonation differs, there must be also a pitch change on the two segments of speech in
different placements for the first and the second word. However, when stressing a syllable a durational change
often accompanies a pitch change (Ladefoged and Johnson, 2010). Therefore, one expects that an elongation
might happen where the pitch is higher. This simple example shows the interaction of the different levels of
speech for the pronunciation of one word.

When comparing casual and clear speech, this analysis becomes even more complex. For example, a
“sloppy” enunciation of the word “insert” differs from a hyper-articulation of the same word: the “r” could be
pronounced distinctly or only present in r-coloring of the “€” vowel, the length of the “i” can vary, the absence
of the burst “t” is more likely to happen on the sloppy enunciation, etc. These differences can be translated,
on a general level, into variations in burst frequencies, vowel spaces, vowel durations, pitch variations, etc.
Therefore, there are several “events” on multiple levels that take place when speech is slowing down. On
the linguistic level of analysis, deletion of phonemes is more likely to happen for casual speech, making the
speech faster (Krause and Braida, 2004a). On an acoustic-phonetic level of analysis, differences between
clear and casual speech can be seen in the formant movements (Rossing, 2007), consonant aspiration etc. On
purely acoustic level, the reduced speaking rate can be described in terms of the existence of more pauses and
elongations compared to normal speaking rates.

The problem, therefore, of increasing the duration of casual speech is rather complex, considering that the
reduced speaking rate is accompanied by modifications on three levels of analysis. One way of approaching
this complex problem is to focus only on one level (e.g., acoustic) and a few of its corresponding isolated
features (e.g., phoneme duration, pauses). Indeed, this approach has been adopted by previous works and is

also introduced in this study.
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Focusing only on the acoustic level, clear speech exhibits an increase in pause frequency, pause duration
and word duration compared to its casual counterpart, as reported from previous studies and as quantified in
this work as well (Chapter 2). However, our previous effort to time-scale casual speech in order to match
the duration of clear speech using segmental time-scaling has failed to increase intelligibility. Other studies
have reported similar results (Uchanski et al., 1996a; Picheny et al., 1986) as we have described in Chapter 1.
Possible reason for degrading the intelligibility of casual speech includes the introduction of artifacts in the
modified speech due to the segmental time-scaling techniques (Uchanski et al., 1996a; Picheny et al., 1986).
Also, the absence of pauses and other acoustic or linguistic information in some parts of the casual signal
compared to the clear signal have resulted in an inappropriate (e.g. overly-exaggerated) elongation of these
parts. For example, Figure 3.7 depicts the waveform of the phrase “full of”. In the clear signal, each phoneme
is elicited carefully and a pause exists between the words “full” and “of”” as shown in Figure 3.7. The casual
signal, however neither contains pauses nor all of the acoustic-phonetic information that the clear signal has.
Segmental time-scaling consequently results in a exaggerated elongation of casual speech, as the lower graph
of Figure 3.7 depicts. Other studies (Uchanski et al., 1996a) attempted to add pauses to casual speech to
reduce its speaking rate. However, the location of the pauses inserted on casual speech was indicated by the
corresponding locations of clear speech. This method is not necessarily correct, since the pauses may be

inserted at implausible locations (e.g places with high energy).
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Figure 3.7: Segmental time-scaling of casual speech to match the duration of clear signal a) clear speech (top)
b) casual speech (middle) c) modified casual speech using segmental time-scaling (bottom)

The objective of this work is to explore different acoustically-driven time-scaling techniques for decreas-

ing the speaking rate of casual speech and evaluate the impact of these techniques on intelligibility. Inspired
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by the above properties of clear speech on a purely acoustic level, the proposed modifications insert pauses
and elongate parts of the casual signal. Unlike other time-scaling techniques that try to copy the duration char-
acteristics of clear speech to casual speech, the presented modifications consider only the acoustic properties
of casual speech. Specifically, two general classes of techniques are explored. First, uniform time-scaling
is employed as a baseline modification so that the casual speech sentence duration matches that of the clear.
The uniform time-scaling slows down prosody uniformly without changing the relative durations between seg-
ments of speech. Second, a refined approach is proposed considering loudness and stationarity, in determining
where and how to elongate certain parts of the signal and insert pauses. The goal of this technique is to elon-
gate speech, while avoiding disturbing artifacts from the time-scaling of non-stationary parts of speech and
to insert pauses on low energy parts of casual speech. Compared to segmental time-scaling this technique is
considered less intrusive, since it takes into consideration the acoustics of casual speech (stationarity, loudness

etc.) inspired, however, by clear speech properties (increased number of pauses, increased vowel duration).

3.2.1 Proposed time-scaling modifications

Unlike previous techniques, this work uses a combination of pause insertion and elongations that seek to
respect the acoustics of the signal, in order to limit excessive elongations and artifacts. Specifically, the pause
insertion scheme does not copy the locations of pauses on clear speech but is an unsupervised method that
respects the acoustic properties of casual speech (pauses are not inserted in high loudness positions). Moreover,
the proposed pause insertion scheme can be seen as also being inspired by the duration manipulations of clear
speech to make word boundaries clearer (Cutler and Butterfield, 1990). That is, the hope in inserting pauses
is to help distinguish word boundaries. Additionally, the elongations are carried out either uniformly or based
on loudness and stationarity criteria in order to limit artifacts. These elongations primarily serve to offer the
listener more time to understand a given sound. Explicitly, it should be noted that, even if time-scaling is
employed to generate casual speech with lower speaking rate, the modified casual speech will still not carry
the enriched acoustic-phonetic information of clear speech. However, the motivation for these modifications
is that the elongation of speech segments and the discrimination between words using pauses may prove to
be beneficial for the listener, providing him/her with the appropriate time to process the message (Ghitza and
Greenberg, 2009).

Two general classes of time-scaling techniques are explored; blind time-scaling and refined time-scaling
modifications. First, blind time-scaling is based on uniform time-scaling, taking into account only sentence
durations in order to match those of casual speech to clear speech. This technique aims to slow down prosody
uniformly, without the insertion of pauses, keeping the ratio of the durations of the speech segments unaf-
fected. Second, refined time-scaling firstly inserts pauses in casual speech and then elongates parts of speech,
combining two acoustic features that are observed in clear speech. The refined time-scaling is based on the
Perceptual Quality Measure model (PSQ). It uses a loudness criterion to insert pauses in casual speech and to

elongate mainly the stationary parts of speech. The goal of this technique is to introduce acoustic properties
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that are observed in clear speech, namely the elongation along with the existence of pauses, while limiting
speech degradations that may be introduced by attempting to time-scale non-stationary parts of speech. More-
over, the pause insertion scheme is acoustically meaningful in that it is based only on the acoustic properties
of casual speech, inspired nevertheless by the properties of clear speech.

In this work, three time-scaling methods are evaluated subjectively: 1) Uniform time-scaling 2) our novel
time-scaling approach based on the Perceptual Quality Measure (PSQ) model, and 3) Time-scaling using a
Rhythmogram - based approach !. The Rhythmogram (RM) described in Stylianou et al. (2012) is used here
for comparison reasons. RM uses similar to PSQ criteria for elongation and pause insertion. The Rhythmogram
time-scaling method uses the Rhythmogram (Todd and Brown, 1994, 1996) to capture and visualize the overall
rhythm of the speech. The Rhythmogram level curve is used to elongate louder parts of speech and to detect
where to insert pauses. While PSQ adds a steady pause, the Rhythmogram-inspired algorithm adds pauses
proportional to the rhythm of speech. The Uniform time-scaling expands the casual signal uniformly to reach
clear speech duration without adding pauses. On the other hand, Perceptual-Speech-Quality-based (PSQ) and
Rhythmogram-based (RM) approaches are trying to avoid speech artefacts created by scaling non-stationary
parts of speech. Therefore, PSQ and RM perform time-expansion of the casual speech by elongating the

stationary speech portions of the signal and by adding pauses to the speech signal at specific instances.

Uniform time-scaling

Uniform time-scaling provides a non-invasive way to time-scale a sentence without disturbing its intra-
segmental characteristics. The uniform time-scaling respects the relative durations between segments of
speech. In contrast to segmental alignment, the uniform time-scaling does not force specific segments of
casual speech to be perfectly aligned to the corresponding clear speech parts but takes into account only the
duration of the clear signal. Uniform time-scaling is performed by feeding the Waveform Similarity Based
Overlap-Add algorithm - WSOLA (Demol et al., 2004) a constant scale factor, that is the ratio of casual signal
duration to that of the clear signal. Then, WSOLA time scales the casual signal to match the duration of the

clear signal. This scheme does not account for pause insertion.

Perceptual Speech Quality Measure based Time-Scale Modifications

In this work, the Perceptual-Speech-Quality measure (PSQ) is used to elongate the stationary parts of
casual speech and to define where to insert pauses to the signal. The Perceptual Speech Quality measure is
based on the basic version of ITU Standard REC-BS.1387-1-2001, a method for objective measurements of
perceived speech quality. It estimates features such as loudness and modulations in specific frequency bands,

in order to describe the input signal with perceptual attributes.

Elongation of voiced parts of speech

!'The author would like to thank Elizabeth Godoy postdoctoral research fellow at ICS-FORTH and Vincent Aubanel, postdoctoral
research fellow at Laslab for providing the Rhythmogram algorithm.
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Two metrics of the PSQ model are used to detect the stationary parts of speech, where time-scaling can
be applied: the perceived loudness of the signal in low frequency bands and the loudness modulations in high
frequency bands. Analytically, PSQ estimates the perceived loudness on the low frequency bands (0-300Hz)
of the signal, where unvoiced speech is less likely to be present. However, some voiced stop consonants have
high energy in low frequency bands. A characteristic example is shown on Figure 3.8. The top graph of
this Figure depicts the speech signal that corresponds to the phrase “made a sign” and its average perceived
loudness in low frequency bands, as calculated by PSQ. The loudness is depicted with a green curve. Using
only the loudness metric to distinguish stationary from non-stationary parts of speech is not sufficient, since
consonants like /d/ (as depicted in Figure 3.8, at time instant 2.1s) have high energy on low frequency bands.
Time-scaling voiced stop consonants would cause distortion. Therefore, the loudness is not the appropriate

metric to decide which parts of speech should be elongated.
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Figure 3.8: Detection of non-stationary parts using PSQ model on the sentence “made a s(ign)” a) Loudness
in low frequency bands and modulations in high frequency bands (top) b) Elongation index (bottom)

However, by combining the loudness with a another metric, namely the loudness modulations of high
frequency bands (around 4000Hz), non-stationary parts of high loudness values on low frequency bands can
be detected as non-stationary. The loudness modulations in high frequency bands are strongly correlated with
the non-stationarity of the signal and are able to detect voiced stop consonants. On the top graph of Figure 3.8,
the red curve corresponds to the loudness modulations in high frequency bands for the speech segment “made
a sign”. These modulations have high values for plosives and very low values for vowels. Subtracting the

modulation values from the loudness values, we detect the stationary parts more efficiently. Analytically, let
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Figure 3.9: Defining the decision threshold for detecting stationary parts of speech. For each speech frame
of the 100 sentences uttered by a Male (left) and a Female (right) speaker, the loudness L and the loudness
modulation M are estimated. The histogram of the difference S = L — M for all vowel-frames and all
consonant-frames is computed and the normalized histogram (probability distribution) is depicted for each
category {consonants, vowels}. The horizontal line at the value 1 is the decision threshold that classifies
stationary from non-stationary parts of speech, taking into account a high cost in case of consonant misclas-
sification.

us denote with L the average perceived loudness in low frequency bands and with M the loudness modulations
in high frequency bands calculated by PSQ for a speech frame and S their difference, S = L — M. The idea
behind this subtraction is that for a speech frame corresponding to a vowel, L is high and M is almost zero.
Therefore, .S has approximately the same values as L (this applies more to the center of the vowels rather than
to the edges, where the loudness is rather low). For a fricative, L is almost zero and M is high leading to a
negative value of S. Finally, in the case of plosives both M and L are high and, after subtraction, S values are
expected to concentrate around zero or around a threshold. Frames that correspond to negative values of S or
values of S close to the threshold are treated as non-stationary.

The threshold, below which the frames are categorized as non-stationary, is defined experimentally. Specif-
ically, for two speakers on the database one male and one female and for 100 sentences for each speaker,
automatic aligner is used to distinguish consonant-frames from vowel-frames. Then, the average perceived
loudness in low frequency bands L and loudness modulations in high frequency bands M are calculated per
frame. The difference S between these values for each frame is calculated and the normalized histograms of
S for vowel and consonant frames are depicted on Figure 3.9. The left and right plot of Figure 3.9 depicts
the probability distribution of the value S for two frame categories {consonant-frame, vowel frame} for 100
sentences uttered by a male and a female speaker, respectively. Indeed, consonant-frames concentrate near and
below zero, while vowel-frame values fluctuate between 0 and 2. Based on Figure 3.9, the optimal threshold
for classification would be the point where the two probability curves cross. However, while the cost for a

vowel misclassification is zero, a consonant misclassification introduces a cost, since in this case consonants
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are treated as vowels and their elongation degrades the signal. Here, “cost” is a general term. No attempt has
been made to introduce a cost function and minimize it. For avoiding introducing artifacts on the modified
signal, a threshold of value 1 is selected. This threshold value rejects many voiced speech frames. However, it
ensures that the majority of non-stationary parts of speech will not be elongated. The number of mistakingly
classified consonant-frames is much lower using the proposed S metric comparatively to the loudness crite-
rion. This applies especially for the voiced consonant-frames. Figure 3.10 depicts the probability distributions
of the loudness L and of the proposed metric .S, computed for all the vowel frames and the voiced consonants
{b, g, w, 1} for the male speaker. Assuming that the decision threshold is again at 1, if the loudness metric L
is selected for classification, the number of voiced frames allowed to be elongated is indeed greater than that
of the proposed metric, but so is the number of consonant frames and therefore the misclassification error. In

Figure 3.10 the misclassification error is the area below the consonant curve on the interval [1, 3].
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Figure 3.10: Comparing the classification error of the two metrics, the loudness metric L and the proposed
metric S on vowel and voiced consonants frames. For each speech frame of the 100 sentences uttered by a
Male speaker the loudness L and the metric S are estimated. The histograms of the values S and L for all
vowel-frames and for the voiced consonant-frames {b,g,d,l} are computed and the corresponding normalized
histograms (probability distributions) are depicted. Selecting a decision threshold T' > 0.5 for consonant and
vowel classification, the misclassification error of the proposed metric S for the consonants (the area below
the consonant curve on the interval [0.5, 3]) is lower than that of the L metric.

Therefore, the combination of the two metrics decides the elongation or not of a speech frame. This binary

decision for each frame is incorporated into an index, called Elongation Index (E1):

1 if S > threshold
= (3.2)
—1 if S < threshold
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where S is the metric described above, namely the difference of the loudness modulations in high frequency
bands from the average perceived loudness in low frequency bands. The value of the threshold is set to 1,
estimated as described. A speech frame will be elongated if the value of EI for that frame equals to 1,
otherwise if I = —1 the corresponding frame will not be elongated. The lower graph of Figure 3.8 shows
the elongation index EI calculated for each frame of speech. Indeed, frames belonging to phonemes /ey/
and /e/ will be elongated (E'I = 1), whereas frames belonging to consonants /n/, /s/ and /d/ are indexed with
ET = —1 and therefore will not be elongated. Each frame with £ = 1 is time-scaled 20% of its original

duration. The time-scaling is performed by WSOLA.

Pause insertion

Pause insertion is also implemented using the PSQ model. The proposed pause insertion scheme is a purely
unsupervised and takes into consideration the acoustic properties of casual speech. A pause is inserted if the
loudness of the signal lowers in that part of speech and after a pre-processing is performed on the estimated
word boundary. This pre-processing involves elongation of the part of speech before the word boundary,
inspired by the the fact that speakers increase the duration of the last part of a word before the next word is
elicited in order to distinguish two words (Cutler and Butterfield, 1990).

Specifically, the perceived loudness of the speech signal in the whole frequency band is estimated (in dB
SPL). Then, loudness is normalized by the maximum loudness of the signal. After normalization, the values
of the normalized curve lie in the interval [0,1]. Then, all valleys are detected on the normalized loudness
curve. The valleys with very low values, less than 10% of the normalized loudness of the signal, can be
considered silences. Therefore, pauses can be inserted on the places of these valleys. These pauses are named
non-aggressive pauses because they are inserted on very low energy parts of speech. On the other hand, it is
observed that the valleys that fall within the interval (10%, 20%] of the normalized loudness are usually in the
middle of word boundaries and are appropriate for inserting pauses without distorting the signal. The pauses
that result from these valleys are called aggressive pauses to distinguish them from the pauses derived from
the valleys with very low values of loudness (non-aggressive). The PSQ algorithm adds both non-aggressive
and aggressive pauses to the signal.

The reason for the distinction between aggressive and non-aggressive pauses is that the algorithm uses
different techniques to do the insertion. First, the non-aggressive pauses are inserted on the signal. Then, in
order to insert the non-aggressive pauses on the location where the signal has higher loudness, a pre-processing
of the signal before and after the location of the valley must be made. The pre-processing involves a time-
scaling of the signal around the location where the gap will be inserted, if this is allowed by the stationarity
restriction. Then, after scaling, a hamming window is applied on the center of the valley so that the transition
from speech to silence will be more smooth. Both aggressive and non-aggressive pauses have a fixed pause

length of 90 ms, based on the average pause duration on clear speech.
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3.2.2 Evaluations

In this section the proposed time-scaling techniques are evaluated. Subjective evaluations were performed
by native and non-native speakers for the five set of signals, namely the clear (Clear), the casual (Casual),
the casual time-scaled to match the duration of the clear speech using the uniform time - scaling (Ucasual),
the PSQ (Pcasual) and the Rhythmogram (Rcasual). For the evaluation purposes, the PSQ modified sentences
and the Rhythmogram modified sentences were also time-scaled uniformly to match exactly the duration of
the clear signal. This modification, even though it had a minor effect on the duration of the already modified
signals, was done in order to ensure that all the sentences, apart from the sentences corresponding to casual
speech, will have the same duration in the evaluation set.

From the corpus of LUCID database, 124 distinct sentences were selected uttered by 4 female and 4 male
speakers in a clear and casual style. A pre-processing was performed on the dataset to remove low-pass noise
from breath and lip effects, using a 5-order highpass digital elliptic filter with 80Hz cut-off frequency. In the
perceptual tests, SSN was added to the signals to create the test signals, with SNR of 0 dB. This noise level was
considered the optimum for revealing intelligibility differences between the speaking styles, since for this SNR
iw was observed a maximum distance between the intelligibility scores of clear and casual (see Figure 3.5).
From the dataset consisting the five set of signals {Clear, Casual, Ucasual, Pcasual, Rcasual}, 12 sentences
were randomly selected from each set. Therefore, the total set contained 60 unique sentences for evaluation.
Then, the listener heard each sentence once and was instructed to write down whatever she/he perceived to
have heard.

The listening test was performed by 8 native listeners? and 10 non-native listeners. For each sentence of a
set, the percentage of the correct perceived words in the sentence (function words were not taken into consid-
eration) was computed and then the average of these percentages for all sentences of the set was calculated to
define the percentage of correct perceived words in the set. Figure 3.11 presents the intelligibility scores (% of
correct perceived words) on the 5 sets for native and non-native speakers. Figure 3.11 shows that clear speech
has a profound intelligibility advantage over casual speech and that time-scaled casual speech is almost the
same or less intelligible than unmodified casual speech, regardless of the modification technique. There seems
to be a slight advantage of the uniformly time-scaled casual speech over original casual speech. However, this
advantage is not statistically significant.

In order to look for statistical significant differences between the mean scores of intelligibility for each
category {Clear, Casual, Ucasual, Pcasual, Rcasual}, tests of ANOVA were performed. Firstly, the ANOVA
null hypothesis that all mean values of the intelligibility scores for every category were equal was rejected
using the F-test (F'(4,85) > 8.4,p < 0.01). Then, pairwise comparisons of the means were performed using
Fisher’s Least Significant Difference (LSD) test in order to derive which of the groups differ significantly.
The test was performed for the whole subjective test corpus and for the two groups of native and non-native

listeners separately. The results (Table 3.2) show that there is a significant categorical difference between Clear

“Many thanks to Dr. Sonia Granlund, from University College of London for organizing the listening tests.
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Figure 3.11: Subjective Intelligibility Score for the 5 set of signals for 0dB SNR. The percentage of correctly
perceived words for each set for native and non-native listeners and the corresponding standard deviations.
The Ucasual, Rcasual and Pcasual refer to the casual speech modified by the corresponding time-scaling
techniques Uniform, Rhythmogram-based and PSQ-based.

and Casual. However, no significant categorical difference was found between Casual, Ucasual, Pcasual and
Rcasual. This reveals that the two groups {Clear} and {Casual, Ucasual, Pcasual, Rcasual} are statistically
different but no significant differences are found within a group. Examining separately the two populations,
native and non-native, results resemble those described in Table 3.2.

Figure 3.12 shows the percentage difference of correctly perceived words between each set and the casual
speech, for non-native (top) and native listeners (bottom). Specifically, using the casual set as a reference
set, we subtract the percentage of its correctly perceived words from that of each set and we depict every

difference in Figure 3.12. For example, in Figure 3.12 for the non-native listener 1, positive difference for

Clear | Casual | Ucasual | Pcasual | Rcasual

Clear 27.61 | 23.83 35.72 38.24
Casual | -27.61 -3.79 8.10 10.62
Ucasual | -23.83 | 3.79 11.89 14.41
Pcasual | -35.72 | -8.10 -11.89 2.52

Rcasual | -38.24 | -10.62 | -14.41 -2.52

Table 3.2: Significant Categorical Difference between the five sets of speech for all the listeners, using Fisher’s
Least Significant Difference (LSD) test. The standardized difference is given for each pair of sets. Significant
differences are in bold.
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Figure 3.12: Difference of the percentages of correctly perceived words between each set and the casual
speech, for non-native (top) and native listeners (bottom). The Ucasual, Rcasual and Pcasual refer to the
casual speech modified by the corresponding time-scaling techniques Uniform, Rhythmogram-based and PSQ-
based.

clear speech means that the intelligibility of clear speech is greater than that of casual speech, whereas negative
difference for Rcasual means that the Rhythmogram-based approach degraded the intelligibility of casual
speech. Eleven out of eighteen listeners, indeed, reported that the uniformly time-scaled casual speech was
more intelligible than unprocessed casual speech. This percentage is much higher if we consider only the non-
the native speakers. Seven out of ten non-native listeners seem to prefer the uniform time-scaled sentences
than unprocessed casual speech. Even though there seems to be no statistical significance between the Casual

and the Ucasual set for the non-native listeners, it is important that the majority of the non-native listeners
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finds the uniform time-scaling technique beneficial.

3.2.3 Discussion

Modifying casual speech in order to achieve the intelligibility gain of clear speech is quite a challenging
task. The difficulty in the modification not only resides in signal processing aspects (formant estimation,
stationarity limitations etc.) but also on the fact that no prominent features have been found to uniquely and
unequivocally increase intelligibility, despite the extensive research on the topic. Moreover, since speech
production and perception function on numerous linguistic and acoustic levels, exploring features (or even
better the combination of features) that contribute to the intelligibility gain of clear speech becomes even
trickier.

Consequently, this work tried to approach this complex problem focusing only on one level of speech, the
acoustic level, and examining the most prominent feature that differs between the two speaking styles, the
speaking rate. Focusing only on the acoustic level, compared to its casual counterpart, clear speech exhibits
an increase in pause frequency, pause duration and word duration. The proposed time-scaling techniques
tried to incorporate these acoustic features in the casual speech with intent of increasing its intelligibility.
Unlike previous works, though, the suggested pause insertion scheme respects the acoustic properties of casual
speech. The locations of the pauses were not copied from the clear signal and then incorporated on the casual
signal. Intervening a pause on a high loudness/energy location would disrupt the speech flow and would create
undesirable energy discontinuities. Both the Rhythmogram and the PSQ took into consideration this energy
restriction. Specifically, the Rhythmogram-based approach added pauses to casual speech proportional to its
rhythm whereas the PSQ based approach elongated the last parts of the syllables before inserting a pause
resulting in a smoother pause transition.

Evaluations of the time-scaling approaches were conducted via listening tests considering speech-in-noise
intelligibility. While the uniform time-scaling achieved essentially the same intelligibility as the unmodified
casual speech, with some improvement observed for non-native listeners (7 out of 10 non-native listeners
reported an increase in intelligibility compared to unmodified casual speech as Figure 3.12 shows), the more
refined approaches with elongations and pause insertions did not prove advantageous. Rather, most of the
time, they degraded the intelligibility of casual speech (Figure 3.11). PSQ-based and Rhythmogram-based
techniques thus implement a largely successful pause insertion method in terms of acoustics but not in terms
of intelligibility.

The reason behind this degradation of intelligibility is the change in naturalness of speech. However,
naturalness has a multi-level significance. A modified/synthetic speech signal may sound unnatural if its
rhythm differs from natural elicited speech (text to speech synthesizers for example sound unnatural in terms
of prosody) or because artifacts are introduced on the signal by the modification algorithms etc. Moreover,
even natural elicited speech may sound unnatural, e.g Lombard speech in quiet. Unnatural speech, how-

ever, may be intelligible. In the previous section, spectral transformed casual speech (SSDRC modified) had
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higher intelligibility than clear speech in noisy conditions although it sounded unnatural in noiseless condi-
tions (harsh). One could, therefore, suggest that naturalness and intelligibility are not related. However, there
seems to be a strong connection between naturalness in rhythm and intelligibility. The degradation of intelli-
gibility after the removal of pauses (Uchanski et al., 1996a) does not only show that the existence of pauses
is important for speech intelligibility. It reveals that the rhythm of speech is important in intelligibility. Many
text-to-speech systems that lack of naturalness in rhythm also appear to have lower scores on intelligibility
than natural speech in noisy environments (Valentini-Botinhao et al., 2012). The refined time-scaling methods
implemented on this work change the relative durations between segments of speech impacting the naturalness
of the speech rhythm and therefore intelligibility.

Finally, another difficult issue that we faced in this study and was also reported by other related studies of
speech intelligibility is the listener variability. Speech modifications may be beneficial to some target groups
of listeners but not beneficial to others (Narne and Vanaja, 2008). Listener variability in judgements of in-
telligibility also appears across speakers or tasks (McHenry, 2011). In addition, native listeners process the
speech different than non-native listeners since the linguistic experience of the native listeners provide them
with a greater intelligibility advantage. Furthermore, non-native listeners seem also to be more affected in
noisy-conditions than native listeners (Cooke and Lecumberri, 2012a; Smiljanic and Bradlow, 2009). Poten-
tially, the slowing down of speech using the uniform time-scaling approach is beneficial to the majority of the
non-native listeners, as it is reported by our subjective evaluations (Figure 3.12). Possibly, a more extensive
listening test on the population of the non-native listeners could reduce this variability but for sure it cannot
eliminate it. Only clear speech is judged by all listeners as more intelligible than casual speech. Therefore, in
order to increase the intelligibility gain of casual speech significantly, future directions towards casual speech
modifications should account not only for one level of exploration but for parallel modifications on spectral-
time domain (e.g formant movements), also incorporating knowledge from the linguistic level of clear speech.
That is, the key for defining which of the numerous features prominent in clear speech are responsible for pos-
itively contributing to its intelligibility may be a deeper understanding of how the various levels of linguistic

structure interact.



Chapter 4

Vowel Space Expansion

Among the key acoustic features attributed with the intelligibility gain of clear speech is the observed
expansion of vowel space, representing greater articulation and vowel discrimination. The gain, however,
resulting from this expansion remains obscure. Possible reason is the difficulty of manipulating vowel spaces
due to limitations imposed by accurate formant estimation and modification. The recent work in Mohammadi
et al. (2012) statistically transform both formant frequencies and the spectral envelope of casual vowels to
resemble those of clear. To the authors’ knowledge, there has been no previous effort to address vowel space
expansion in isolation and to assess the corresponding intelligibility impact. The present work focuses on
this task. Motivated by the acoustic analysis performed in Chapter 2, where the most efficient speakers in
terms of intelligibility had the more expanded vowel spaces, we attempt to assess the intelligibility impact of
expanding the vowel space of casual speech to mimic that of clear speech. Specifically, a clear speech-inspired
frequency warping method is described. The method is based on the frequency-warping scheme proposed by
Godoy et al. (2012). The method successfully achieves vowel space expansion when applied to casual speech.
The intelligibility impact resulting from this expansion is then evaluated objectively and subjectively through

formal listening tests.

4.1 Observed Vowel Space Expansion and Formant Shifts

In Chapter 2, the vowel spaces of clear and casual speech have been estimated using all of the vowel
instances for the speakers in the specified LUCID corpora (Figure 2.9). For simplicity reasons, Figure 2.9 is
again depicted in Figure 4.1(a). It is evident from Figure 4.1(a) that the clear speech vowel space is expanded
compared to the casual speech. Additionally, Figure 4.1(b) shows the F1 and F2 differences between the
clear and casual vowel spaces, showing the amount that each formant in the casual vowel space needs to be
shifted in order to match the corresponding formant in the clear vowel space. Rather than a uniform increase
or decrease, it can be seen that both F1 and F2 are shifted either up or down, depending on the formant
frequency. Specifically, low F1 or F2 of the casual speech are decreased, while high F1 or F2 are increased

going from casual to clear, ultimately expanding the vowel space. This trend is shown more explicitly by
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fitting the formant shifts with a linear regression, as shown by the solid lines in Figure 4.1(b). Then, in order to
visualize frequency shifts of a piecewise linear function that would emulate an expanding vowel space, a linear
interpolation between the F1 and F2 boundaries and a return to zero-shift at the endpoints is also indicated.

Ultimately, the overall form of this function inspires the frequency warping approach considered in this work.
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Figure 4.1: (a) Casual and clear vowel spaces. (b) Casual-to-clear formant shifts with piecewise linear fitting.

4.2 Frequency Warping for V.S. Expansion

Typically used in voice conversion (Valbret et al., 1992; Godoy et al., 2012; Erro et al., 2010), frequency
warping is employed here in a novel manner as a means for vowel space expansion. The appeal of frequency
warping for this expansion is that it offers a way of shifting speaker formants, while both avoiding notable
speech degradations and limiting dependence on accurate formant detection. In particular, this work proposes
a frame-based piecewise linear frequency warping function based on the related Dynamic Frequency Warping
(DFW) algorithms used for voice conversion (Godoy et al., 2012). However, the intervals of the warping
function are defined in this work by sampling a curve (based on spectral peak locations) of exaggerated formant
shifts that is drawn from clear-casual vowel space analyses. In examining the vowel space of warped casual
speech, it is confirmed that the proposed approach successfully yields expansion. Then, the corresponding
intelligibility impact is assessed using objective and subjective evaluations. In the end, results ultimately
motivate more careful consideration and qualification of the clear speech intelligibility advantage in relation

to vowel space expansion.

4.2.1 Method Description

The proposed frequency warping approach for vowel space expansion can be described in two stages. The

first defines a curve of generalized warping shifts, inspired by the formant shifts observed in the clear speech
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vowel expansion. The second stage then outlines the frequency warping algorithm based on sampling the
aforementioned curve on a frame-by-frame basis. The following respectively describes these stages in more

detail.

Clear Speech-Inspired V.S. Expansion Shifts

Working from the trends shown in Figure 4.1(b), the curve A(f) of generalized warping shifts (Fig-
ure 4.2(a)) used in the proposed approach was determined after several trials observing warped vowel spaces
and by taking into account certain practical considerations. First, it is noted from Figure 4.1 that the magnitude
of the formant shifts, on average, is quite small, especially compared to the separation of harmonic peaks (e.g.,
about 150 Hz on average) in the amplitude spectrum. Consequently, to define the curve of generalized warping
shifts, the magnitude of the shifts must be significantly larger in order to overcome the harmonic structure in
the amplitude spectrum and effectively shift a formant. Second, since the span of F1 is less than F2, care
should be taken such that the F1 warping will achieve the desired effect without approaching DC or over-
lapping with F2. Consequently, the slope from negative to positive F1 shifts is exaggerated and the maximal
shift is rounded out. Finally, the defined shifts should ensure that any warped frequency axis is always mono-
tonically non-decreasing. Figure 4.2(b) displays the warped frequency axis generated from A(f), confirming
that the slope is always non-negative. Figure 4.2(b) similarly indicates bounds on all possible warped axes.
Specifically, the warped frequency axis of any frame will be defined as a set of lines connecting points (i.e.,

detected spectral peak frequencies) on the generalized warped axis.
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Figure 4.2: (a) A(f) - Generalized curve of exaggerated warping shifts. (b) Corresponding warped frequency
axis.

Frequency Warping Algorithm

Before outlining the proposed frequency warping approach, some details of the speech analysis and syn-
thesis are presented. Specifically, the analysis and synthesis is pitch-asynchronous, using a 30ms Hamming

window and 10ms step. Each frame is analyzed using a 2048-pt DFT. In the case of speech modification,
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frequency warping filters are applied to the amplitude spectrum of a frame before synthesis using the inverse
DFT (with the original phases) and overlap-add.

Now, let the spectral envelope from frame n of unmodified speech, S;X(f), be represented here by the
True Envelope using a cepstral order of 48 (Roebel and Rodet, 2005). The frequency warping filter for frame
n, HV(f), is then defined as

HY(f) =SV (1)) (f) (4.1)

Sw(f) = Sx (W (f) 4.2)

and W, (f) is the warping function for frame n, defined as follows. First, the spectral tilt, S;P(f), is
generated from the first two cepstral coefficients (zeroth and first order) of the True Envelope analysis. The
spectral envelope peaks in the warping frequency range f € [150H z,3500H z| are then detected from the

tilt-normalized spectral envelope as
ni = peak_detect(S;Y (f) /S (£)) 4.3)

where ffi indicates the frequency of the i*" spectral peak detected in frame n, i = 1, ...M,,. The peak detection
algorithm defines peaks as local maxima preceded by local minima that are more than 10% lower than the
maximum value in the frequency range (so as to avoid ripples or slight fluctuations and inflection points in the
envelope). Next, the detected peaks for frame n sample A(f) to provide the intervals defining the frequency
warping for the frame. Note that using the detected spectral peaks in this way tailors the frequency warping to
the acoustic characteristics of the frame, while avoiding explicit formant estimation (e.g., limiting estimated
peaks to F1 and F2), which can be quite error-prone. Specifically, the warped spectral peak frequencies are
given by

mi = i + A(Fa) (4.4)

and these frequencies, together with fffi, define a piecewise linear warping function with the form given in

Godoy et al. (2012), Erro et al. (2010). Specifically, for f € [fX f,fi +1]» the warping function for frame n is

n,’
where fXg = foty = 150H 2, ;X 1 = ¥y, 41 = 3500H 2, and

fW'+1 - fW'
A = 55— = A(fi) — A(fy) (4.6)

ngi+1 ~ Jni

B = [ = Anifi (4.7)



Chapter 4. Vowel Space Expansion 59

With W, (f) defined from above, the warping filter H,,(f) is calculated and applied to the amplitude spectrum
of each frame. Application of the warping to all frames ensures that vowels spaces are expanded, without need
for speech segmentation and labeling, while the influence on voiced non-vowels and unvoiced parts of speech
is perceptually negligible (as confirmed upon listening to numerous warped speech samples). Furthermore,
it should be emphasized that the focus on overall average trends for the vowel space expansion makes the

proposed algorithm speaker-independent and thus generalized.

4.2.2 Results

The vowel space for the frequency-warped casual speech is shown in Figure 4.3. The warped vowel space
is generated in the same way as the casual and clear vowel spaces in Chapter 2, but with the data being the
warped casual sentences. Figure 4.3 shows that the casual speech vowel space is successfully expanded. The
warped vowel space area (3.58 compared to 2.32 x 10% Hz?), also confirms this expansion emulating that of
clear speech. Moreover, the structure of the vowel space is largely maintained, ensuring that the perceptual
distinctions between vowels is respected, with only the distance or discriminability between them being in-
creased. It should be noted that the proposed frequency warping approach is a generalized approximation,
rather than deterministic replication, of the vowel space expansion observed in clear speech. Overall, however,
the vowel space expansion is achieved and largely respects observations from clear speech via the proposed

frequency warping, without explicit vowel or formant identification.
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Figure 4.3: Clear, casual and casual-warped vowel spaces, with respective areas: 3.93, 2.32 and 3.58 (x10°
HZ?).
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4.3 Evaluations

4.3.1 Objective evaluations

Preliminary evaluations of intelligibility are conducted using the extSII (Rherbergen and Versfeld, 2005).
The extSII was calculated using Speech Shaped Noise (SSN) added to yield a OdB Signal to Noise ratio
(SNR). Table 4.1 gives the average (median) of the extSII distributions for each of the conditions examined in
evaluations.

There are a few points to be gleaned from the extSII results. In terms of the frequency warping, there is
a very slight gain observed in extSII over the unmodified casual speech, though this factor is probably too
small to be meaningful. However, it should also be noted that the extSII fails to capture the intelligibility
gain of clear speech, highlighting some potential limitations of objective intelligibility metrics. Consequently,
listening tests are required in an effort to capture more subtle acoustic modifications, such as vowel space

expansion, in the clear and warped speech.

Casual | Casual-Warped | Clear
extSII 311 316 312

Table 4.1: Average extSII for Casual, Casual-Warped and Clear speech. The noise masker was SSN added to
yield 0dB SNR.

4.3.2 Subjective evaluations

In formal listening tests', 20 native English-speakers evaluated LUCID sentences from each of the condi-
tions (casual, casual-warped, clear) described above, with SSN added at two levels to yield 0 and -4 dB SNR,
respectively. It should be mentioned that, perceptually, no significant artifacts resulted from the frequency
warping, though voice quality was noticeably altered. In the test, listeners were asked to type what they think
they heard after hearing each sentence once. Of the listeners, 6 were removed due to inconsistencies in their
scores using established conditions (clear speech as a reference). Specifically, those listeners showed very
poor scores of clear speech even for 0 SNR. Figure 4.4 shows the intelligibility scores (i.e., percent of words
correctly identified) from the remaining listeners for each condition, at the high and low SNR levels. It should
be noted that the inter-speaker variability was quite high and, in some cases, frequency warping did improve
scores over unmodified casual speech. However, the general trend is displayed in Figure 4.4, indicating no
significant improvement and even slight degradation overall.

In order to evaluate the statistical significance of these results, ANOVA tests were performed. Specifically,
the ANOVA null hypothesis (i.e., the average values of the intelligibility scores for every condition are equal)
was rejected using the F-test (SNR-4dB: F(4,65)>28.719, p<0.05 SNROdB: F(4,65)>25307, p<0.05). Then,
pairwise comparisons of the averages were performed using Fisher’s Least Significant Difference (LSD) test

in order to derive which of the groups differ significantly. The standardized difference between condition pairs

"Thank you to Catherine Mayo and CSTR at the University of Edinburgh for their help administering the listening tests.
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Figure 4.4: Intelligibility test scores for casual, casual-warped and clear speech. The percent of overall
correct keyword identification is given for the low (-4dB) and high (0dB) SNR values with a SSN masker.

SNR: 0dB (high) | -4dB (low)
Casual & Casual-Warped 1.41 0.041
Casual & Clear 5.14 5.66
Casual-Warped & Clear 6.55 5.70

Table 4.2: Results of Significant Difference Analysis between the clear, casual and casual-warped intelligibility
scores. The standardized differences are given and significant differences are indicated in bold.

is provided in Table 4.2. Analysis of the differences between the conditions confirms a significant categorical
difference between Clear and casual speech, in agreement with observations from previous works. Similarly,
the difference between the Clear and casual-warped speech is also significant. However, no significant cate-
gorical difference is found between the casual and casual-warped speech for either SNR. Thus, overall, there

is essentially no intelligibility gain observed from the frequency warping for vowel space expansion.

4.3.3 Discussion

This work presented and evaluated an approach to expand vowel space via frequency warping inspired by
clear speech analyses. Results indicate that, while vowel space is successfully expanded, there is no significant
intelligibility gain from the frequency warping. The evaluation results can be explained from two perspectives.
First, the lack of effectiveness of the frequency warping at increasing intelligibility could be due to the specific
algorithm itself. That is, while successfully achieving vowel space expansion and altering voice characteris-
tics without noticeable artifacts, the warping (by design) does not exactly replicate the expansion observed in

clear speech. Perhaps there exists a more effective approach to expanding vowel space. Second, consider-
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ing clear speech, the observed vowel space expansion might be reflecting more important acoustic-phonetic
modifications that occur on an increasingly detailed, spectro-temporally localized level. In other words, the
observed vowel space expansion represents a static, average view of the articulation in the style that might
not be highlighting the most pertinent cues. For example, the formant dynamics could be playing a signifi-
cant role in enhancing the speech intelligibility and examination of these features in future work could prove
fruitful. Therefore, a more localized level of analyses and consequent modifications (e.g. within phones and
considering formant transitions) might expose more perceptually relevant differences that positively impact

intelligibility.



Chapter 5

Spectral Transformations

In this chapter, the problem of modifying casual speech to reach the intelligibility level of clear speech is
addressed via spectral transformations. In Chapter 2, we have performed acoustic analysis between clear and
casual speech and we have observed different energy distributions in the spectral envelopes between the two
speaking styles, with varying patterns across speakers. Examining the average relative spectra for all speakers
of our subset, we have discovered an energy boosting in clear speech compared to casual speech on the upper
midrange frequency region (2-4 kHz) and on the brilliance range (above 6kHz). We exploit these observations
by introducing a simple method that boosts these frequency regions on casual speech. The proposed method,
called Mix-filtering, uses a multi-band filtering scheme to isolate the information of these frequency bands
and then, add this information to the original signal. In terms of intelligibility and quality, our method is
compared to unmodified casual speech and to a highly intelligible spectral modification technique, namely
the Spectral Shaping and Dynamic Range Compression (SSDRC). While Mix-filtering is “clear-inspired”,
SSDRC is “Lombard-inspired”. Therefore, the first section of this chapter presents the SSDRC. This will
give the reader an insight of what are the spectral differences between the two speaking styles, clear and
Lombard, and what is the impact of performing clear-based and Lombard-based spectral transformations on
the intelligibility and quality of casual speech.

Two different objective measures that are highly correlated with subjective intelligibility scores are used
for estimating the intelligibility, whereas for evaluating the quality, preference listening tests are performed.
Results show that the Mix-filtering technique increases the intelligibility of casual speech in SSN noise, while
maintains its quality. On the other hand, while SSDRC outperforms on intelligibility, it degrades significantly
the quality of casual speech.

The intelligibility benefit of the Mix-filtering method for SSN is also explored for reverberant environ-
ments. The Mix-filtering scheme is combined with the time-scaling techniques proposed in Chapter 3. Subjec-
tive evaluations by non-native, native and hearing impaired listeners are performed. Results reveal a significant
benefit of our proposed modification for non-native listeners and suggest a connection between the amount of

the time-scaling and the reverberation time for beneficial intelligibility enhancement in reverberation.
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5.1 Related work: Lombard-like modifications - the SSDRC

Considering the intelligibility gains of the human speaking styles, acoustic phenomena observed in Lom-
bard speech have be used to inspire speech signal modifications for intelligibility enhancement. Unlike clear
speech, Lombard speech is produced when the speaker communicates inside a noisy environment. The ad-
justments that the speaker makes in order to be heard (by the listener and by himself) share some similarities
with clear speech; Lombard speech shows decreased speaking rate, increased pitch, higher energy, spectral
and vowel-to-consonant energy re-distribution, compared to its “normal” counterpart (Summers et al., 1988;
Junqua, 1993; Garnier et al., 2006; Lu and Cooke, 2009). However, while clear speech is considered to be
hyper-articulated, Lombard speech can be characterized as “tense” and “loud”, with increased vocal effort.
Among these observations, the Lombard increase in intelligibility has been shown to be largely attributed to
spectral modifications (Lu and Cooke, 2009), particularly increased spectral energy in an inclusive formant
band or, otherwise stated, a decreased spectral “tilt”. These spectral modifications have been exploited by
the work of Zorila et al. (2012), yielding their algorithm, namely the SSDRC, the most successful modifica-
tion from a challenge task, containing extensive evaluation of various intelligibility enhancement techniques
(Cooke et al., 2013). Therefore, before performing spectral transformations based on clear speech, it is impor-
tant to demonstrate how spectral energy is distributed in Lombard speech and how it differs from clear speech.
Second, and equally important is to examine Lombard and clear speech in terms of intelligibility in order to
compare and quantify the effectiveness of the two speaking styles. Finally, the SSDRC algorithm is presented
thoroughly in this section, since it incorporates Lombard-inspired transformations and is used as comparative

standard for the modifications examined in this work.

5.1.1 Lombard vs. clear speech

The most significant spectral trait attributed with the intelligibility gain of Lombard speech is a boosting
of spectral energy in a frequency region spanning the range of formants, sometimes referred to as a flattening
of the amplitude spectrum (Summers et al., 1988; Lu and Cooke, 2009; Godoy and Stylianou, 2012). Spectral
energy boosting in given frequency bands or tilt changes have also been attributed with intelligibility gains of
clear speech (Krause and Braida, 2004b; Amano-Kusumoto and Hosom, 2011). Differences in spectral energy
distributions of clear speech with respect to its casual counterpart have been examined in Chapter 2 via the
average relative amplitude spectra (Krause and Braida, 2004b; Godoy and Stylianou, 2012). The following
analyses explicitly shows the differences in spectral energy distributions of Lombard speech compared to nor-
mal speech. Unfortunately, Lombard speech cannot be compared to clear speech directly, since the Lombard
speech corpora differ from the clear speech corpora. Specifically, the Lombard (and normal) speech data is
from the Grid corpora presented in Cooke et al. (2006); Lu and Cooke (2008, 2009). The sentences have a sim-
ple 6-word structure (e.g., “place red in G 9 soon”), as defined in the Grid multi-talker speech corpus (Cooke
et al., 2006). Each sentence was read and recorded both in quiet conditions (normal) and while the speaker

listened through headphones to SSN at a 96dB level (Lombard). The corpus recording and processing is de-
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tailed in Lu and Cooke (2009). The Lombard speech corresponding to the highest noise level (i.e., Ninf96) in
Lu and Cooke (2008, 2009) was selected so that the Lombard acoustic-phonetic characteristics would be most
apparent. For the analyses in this work, 50 sentences per speaker, from 8 British English speakers (4 male, 4
female) are examined. The preprocessing of the speech corpora and the computation of the average relative
amplitude spectra of Lombard speech vs. normal speech is performed following the methodology described in
Chapter 2 for clear and casual speech.

The average relative spectra for the Lombard-normal case are shown in Figure 5.1 and Figure 5.2, for
individual speakers as well as the overall average for the respective corpora. For the Lombard case, a variability
among speakers is also observed as in clear speech (Figure 2.10). However, there is evident a more consistent
trend of boosting the energy near 500-4500 Hz region, comprising the broad frequency range in which formants
are located. This is observable on average in Figure 5.2. Nonetheless, as it is evident in Figure 5.2 and Figure
2.11, different frequency regions are emphasized for the clear and Lombard speaking style. Clear speech
appears to give emphasis in upper midrange (2000-4800 Hz) and brilliance range (5600-8000 Hz) frequencies
while Lombard speech boosts midrange (500-2000Hz) and upper midrange frequencies (2000-4000Hz).
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Figure 5.1: Relative spectra for 8 speakers on Grid database

Examining the efficiency of the speaking styles, clear and Lombard, in terms of intelligibility, formal
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Figure 5.2: Relative spectra: average spectral envelope of Lombard minus normal in log scale

listening tests' were conducted by native listeners. Specifically, 20 native English-speakers heard Grid and
LUCID sentences, with SSN added at two levels to yield O (“high”) and -4 (“low”) dB SNR, respectively. The
normal, casual, clear and Lombard sentences were included in the test. For each listener, the test was split into
two parts, involving the Grid and LUCID sentences, respectively. The order of these parts was randomized.
Additionally, the sentences within each part were randomly ordered and the test was designed with the goal
that speakers and conditions be equally represented (i.e., appear approximately the same number of times
across the tests). When taking the test, listeners were asked to type what they think they heard after hearing
each sentence once. It should be noted that the variability among listeners was quite high. Nonetheless,
the average trends in intelligibility scores are summarized in Table 5.1 and are depicted in Figure 5.3. In
order to evaluate the statistical significance of these results, ANOVA tests were performed. Specifically, the
ANOVA null hypothesis (i.e.,the average values of the intelligibility scores for every condition are equal) was
rejected using the F-test. Then, pairwise comparisons of the averages were performed using Fisher’s least
significant difference (LSD) test, with a confidence interval of 95%, in order to derive which of the groups
differ significantly. The standardized difference between condition pairs is provided in Table 5.2.

Comparing the Lombard and clear speech corpora, Figure 5.3 shows the intelligibility scores (i.e., percent
of keywords correctly identified) from the listeners for each condition, at the two SNR levels. The first and last
columns in Table 5.1 similarly indicate the percent of overall correct keywords identified for these conditions.
It should be noted that all conditions shown in Figure 5.3, except Lombard-normal at 0dB SNR, were found
to be statistically significant, as shown in Table 5.2. In examining Figure 5.3 and Table 5.1, several trends are
observed for the Lombard and clear speech corpora. First, comparing the clear and casual speech scores, there
is a +31% and +29% gain in intelligibility of clear speech over casual for low and high SNR, respectively.

Thus, the intelligibility gain of clear speech over casual is consistent across both SNR. On the other hand,

"Thank you to Catherine Mayo and CSTR at the University of Edinburgh for their help administering the listening tests
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SNR -4 0
Style | clear | Lombard | casual | normal | clear | Lombard | casual | normal
Score | 46 50 15 33 79 67 50 62

Table 5.1: Overall percent of correct keyword identification for clear/Lombard, casual/normal speech.

Intelligibility Difference
-4 SNR 0 SNR
clear-casual 5.66 clear-casual 5.14
Lombard-normal | 2.03 | Lombard-normal | 0.709

Table 5.2: Results of significant different analysis between conditions for the Grid and LUCID corpora. The
standardized difference is given for pairing between clear-casual, Lombard-normal. Significant differences
are in bold.

in comparing the gain of Lombard over normal speech, +17% and +5% are observed for low and high SNR,
respectively. Thus, the intelligibility advantage of Lombard speech over normal speech is noticeably reduced
for high SNR, e.g., situations in which the noise level is low. This observation is in line with related work in
Lecumberri (2012) suggesting that Lombard speech does not necessarily provide an intelligibility advantage
at high SNR. The intelligibility scores would thus suggest that clear speech is always helping to make speech

more intelligible, however, Lombard speech is only advantageous when hearing speech in noisy conditions.
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Figure 5.3: Intelligibility scores: clear/Lombard, casual/normal
Considering the “standard” conditions, the normal speech from Grid was judged to be more intelligible

than the casual speech from LUCID. One likely explanation for this intelligibility difference is the sentence

structure used in the corpora. Specifically, the Grid corpus has a constrained pattern and identifiable structure.
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Consequently, it is easier to guess the keywords once some highly intelligible speech examples have been
heard. For example, the structure of the Grid sentences “Bin blue at G 6 again” and “Place red by Z six now”
are more similar than the LUCID sentence examples “Wasps and bees are part of summer” and “Jonathan gave
his wife a bush”. Moreover, the British accents of the speakers in the corpora are different and this could also
play arole in the intelligibility scores. Given these observations, the results comparing the different corpora are
accordingly tempered. Nonetheless, the results of the subjective tests are consistent with observations made in
related works, in particular concerning the intelligibility gains of Lombard and clear speech at low and high
SNR. Moreover, these results support our initial motivation to enhance speech intelligibility based on clear

speech properties in order to create a desirable signal both in terms of quality and intelligibility.

5.1.2 Spectral Shaping and Dynamic Range Compression, SSDRC

Previous work on speech intelligibility enhancement has incorporated spectral modifications based on the
Lombard speaking style. The Spectral Shaping and Dynamic Range Compression (SSDRC) proposed by
Zorila et al. (2012) uses a Lombard-inspired fixed spectral gain filter, in order to increase loudness and mimic
Lombard speech. The corrective filter is shown in Figure 5.4. Other corrective filters have been proposed
to modify normal speech (Godoy and Stylianou, 2012; Lu and Cooke, 2009), following the main shape of
the overall average Lombard-normal relative spectra shown in Figure 5.2. However, the fixed filter from SS
(Hr(f)), described in Zorila et al. (2012) and depicted in Figure 5.4 has been proven the most effective in an
extensive evaluation of speech intelligibility enhancement modifications (Cooke et al., 2013).

Figure 5.5 depicts the main steps performed by SSDRC. In addition to the fixed filter H,(f) described
above, the SS described in Zorila et al. (2012) and evaluated in Cooke et al. (2013) also incorporates adaptive
components. The adaptive spectral shaping takes into account the probability of voicing given a speech frame,
while the fixed spectral shaping is independent of the probability of voicing. The adaptive spectral shaping
consists of (i) adaptive sharpening where the formant information is enhanced (H,(f)), and (ii) an adaptive
pre-empbhasis filter (Hp(f)).

The output of the Spectral Shaping system is the input to the Dynamic Range Compressor, namely the
DRC (Blesser, 1969; Quatieri and McAulay, 1991). DRC has a dynamic and a static stage. During the dy-
namic stage, the envelope of the signal is dynamically compressed with 2ms release time constant and almost
instantaneous attack time constant. The signal envelope is based on the Hilbert transform and a moving aver-
age operator with order determined by the average pitch of speakers gender. After the dynamic compression
of the signal envelope, a static amplitude compression is applied. During the static amplitude compression, the
0 dB reference level is a key element in forming the Input/Output Envelope Characteristics (IOEC). For the
current system this was set to 0.3 of the peak of the signal. The whole system is based on a frame-by-frame
analysis and synthesis. In each frame the magnitude spectrum is computed using FFT and then manipulated in
the way mentioned above. Overlap and add is then used to reconstruct the modified signal. The whole process

is very fast and can run in real time.
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Spectral Shaping Fixed Filter (Lombard-Inspired)
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Figure 5.5: The SSDRC from Zorila et al. (2012)

5.2 Clear-inspired spectral modifications: the Mix-filtering

In this section, the idea of applying a corrective filter similar to the SS fixed filter is explored in order to

enhance the intelligibility of casual speech. However, the corrective filter proposed follows the shape of the
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overall average clear-casual relative spectra depicted in Figure 2.11. The authors expect that transforming the
spectral content of casual speech similar to that of clear speech, the intelligibility gain of casual speech will
increase, while its quality will remain intact.

The method proposed for the intelligibility enhancement of casual speech is simple and is based on the
analysis described in Chapter 2. Specifically, from our dataset (4 female speakers and 4 male speakers from the
LUCID database), 60 sentences were randomly selected per speaker and per speaking style. Then, this dataset
was split in two parts. The first part contained 20 sentences out of 60 and was used as an analysis dataset
(dataset A). Then, the second part (dataset B) was used as an evaluation dataset and contained 40 sentences
per speaker but only for the casual speaking style. The intersection of the two datasets A and B was null.

The analysis performed and described on Chapter 2 on the dataset A reveals spectral differences on two
frequency bands between clear and casual. Figure 2.11 shows the difference of the log average spectral en-
velopes of clear speech minus casual speech. Positive difference suggests that the energy of clear speech is
higher than that of the casual speech. As we can see, clear speech appears to have higher energy in two fre-
quency bands, B; = [2000, 4800] and B, = [5600,8000]. The method proposed in this work for enhancing
the intelligibility of casual speech involves the isolation of these important frequency bands B; and Bs and
then the addition of their energy to the original signal with different weighting factors for each frequency band.
Hopefully, this addition will boost the important frequency regions on casual speech, as it naturally happens
in clear speech.

For the isolation of the frequency bands a simple method is used. Casual speech s is filtered with a 5-
order bandpass digital elliptic filter with 0.1dB of ripple in the passband, and 60dB ripple in the stopband
and bandpass edge frequencies [2000,4800]. An IIR filter is selected for the frequency band isolation in
order to have an abrupt transition from passband to stopband. No phase adjustment is performed. However,
distortions due to the non-uniform group-delays are not perceptually noticeable as will be reported later by the
quality evaluations. The output of the filter is signal s; which contains information on the B; frequency band.
Moreover, casual speech s is filtered with a 5-order highpass digital elliptic filter with normalized passband
edge frequency f. = 5600H z. The output of this filter is the signal sy which contains information on the
frequency band By. Then, the original signal s and the filtered signals s; and s9 are combined with different
weighting factors to form the modified signal y, which is normalized to have the same RMS energy as original

speech:

yli] = wosli] + wys1[i] + wassi] (5.1)
LN g

Ymiap[i] = y[ﬂ@ (5.2)
% 2 =1yl

where, Y. F 1S the proposed modified signal, N is the number of samples of the casual signal s and y, and
wp, w1, we are the weighting factors of the signals s, s; and so, respectively.

The selection of the proper combination of the weights is important both for intelligibility and quality. In
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Niederjohn and Grotelueschen (1976) it has been shown that high pass filtering speech above 1.5kHz increases
its intelligibility in noise. However, the absence of information on lower frequency bands can degrade the
quality of speech. Therefore, this information is contained on the modified speech ¥,,,;, 7 by choosing to keep
the original speech signal weighted by wg. Then, the selection of the other two weights is inspired by clear
speech properties. Specifically, focusing on the energy differences between clear and casual speech, it can
be observed from Figure 2.11 that the energy in By frequency band is greater than that of B;. Possibly, this
energy difference is attributed to a consonant emphasis that possibly happens in clear speech. Therefore, we
choose wy > wj to account for the slight higher energy difference of By frequency band compared to B;
between the two speaking styles.

Summarizing the above, the set of the possible weighting combinations can be described by the following

equations:
2
wo = 1-— Zwi (53)
i=1
wa > W1 5.4
w; 0,6 =0,1,2 (5.5)

In order to select the proper weight combination {wg, wy, w2} we consider wy as a dependent variable.
Then, the two variables wi, w9 can vary between (0, 1) respecting the restrictions described by equations
(5.3), (5.4) and (5.5). As we are interested on enhancing the intelligibility of casual speech, the proper values
{wp, w1, wy} are those that maximize the intelligibility score of modified speech compared to unmodified
speech. To define these values, the casual speech of dataset A is used as a training dataset. Specifically, the
casual signals of dataset A are modified using different weight combinations that satisfy the above equations.
The intelligibility of the modified sentences using the Mix-filtering approach (mixF) and the unmodified casual
sentences is evaluated objectively in the presence of SSN at -10dB SNR. The best combination of weights is
the one that maximizes the objective intelligibility difference of the modified speech minus the unmodified
speech.

The objective metric used to predict intelligibility is the Glimpse Proportion (GP) proposed by M.Cooke
(2006); Tang and Cooke (2011b). The Glimpse measure comes from the Glimpse model for auditory pro-
cessing. As an intelligibility predictor, the model is based on the assumption that in a noisy environment
humans listen to the glimpses of speech that are less masked. Therefore, the GP measure is the proportion of
spectral-temporal regions where speech is more energetic than the noise.

Figure 5.6 shows for various weight combinations the difference on the GP intelligibility scores of un-
modified casual speech from mixF modified casual speech. Note, that wy is not present as it is assumed from
equation (5.3) to be the dependent variable. The optimal weight combination that maximizes this difference is
{0.1,0.4,0.5}. Figure 5.7 depicts the relative spectra of mixF modified speech and casual speech. Specifically,

the average spectral envelope of casual speech is subtracted from the corresponding spectral envelope of mixF
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modified casual speech with the optimal weight combination. As we can see from Figure 5.7, the important

frequency bands are boosted “stealing” from the lower frequency bands.
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Figure 5.6: % difference of GP scores between modified mix-filtered speech (mixF) minus unmodified casual
speech. MixF is derived using various weights combinations that verify equations (5.3), (5.4), (5.5). The
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5.2.1 Evaluations on intelligibility and quality

The modified casual speech derived from the Mix-filtering approach is compared in terms of intelligibility
and quality with unmodified casual speech and with SSDRC modified casual speech. The evaluation of Mix-
filtering approach in terms of intelligibility is done using two different objective measures, the GP measure
described above (M.Cooke, 2006; Tang and Cooke, 2011b) and the Distortion-Weighted Glimpse Proportion
(DWGP) (Tang et al., 2013). DWGP 2 has been shown to have a better correlation with subjective intelligibility
evaluations than GP (Tang et al., 2013). The DWGP measure computes the correlation between frequency
bands of clean speech and speech in noise, weighting these correlations according to the importance of each
frequency band. The prediction of intelligibility is estimated by the correlation which gives a measure of how
much noise affects the signal. Then, for the evaluation of the quality of speech a preference test is made

between three different speech signals.

Objective evaluations of intelligibility

For assessing the intelligibility impact of the Mix-filtering approach objective evaluations of intelligibil-
ity were performed on the testing dataset B. The sentences of this dataset are modified using SSDRC and
Mix-filtering with the optimal weight combination. Then, GP and DWGP scores are extracted for the three
categories of speech, casual speech, mixF and SSDRC modified speech. SSN of various SNR levels is used
for evaluating objectively the intelligibility of each category in noise. Figures 5.8(a) and 5.8(b) depict the
objective scores predicted by GP and DWGP respectively for SNR levels varying from -10 to 4 dB. GP reports
that the SSDRC outperforms in terms of intelligibility while our proposed scheme increases the intelligibility
of casual speech by 8% on low SNR. On the other hand, DWGP predicts that the intelligibility advantage of
our proposed method is more than 10% on casual speech on low SNR (-10 dB) , approaching the intelligibility
scores of SSDRC. Overall both objective scores predict an intelligibility increase of our proposed scheme for

every SNR, with DWGP reporting intelligibility levels of mixF close to those of SSDRC.

Subjective evaluations on quality

For evaluating the quality of our method, mixF, casual and SSDRC are compared in terms of quality using
preference listening tests that have been conducted without the presence of noise. 10 random distinct sentences
from dataset B were presented to 18 listeners. Each sentence was modified by SSDRC and mixF and was heard
6 times, two times for each pair {casual-mixF, mixF-SSDRC, SSDRC-casual}. Listeners had to select from -3
to 3 the degree of preference between those pairs in terms of quality with O corresponding to the same quality
and 3 (-3) to the much better (worse) quality of the one signal compared to the other. Despite the fact that the
energy of the signal was the same for the three categories, the loudnesses was higher for SSDRC and mixF.
Therefore, in order to avoid loudness differences that could influence the perceptual judgement of the listeners,

all signals were normalized in loudness using ACTIVLEV (ITU-T P.56).

The authors would like to thank Dr. Yan Tang and Prof. Martin Cooke from the Tkerbasque research center for providing the
objective intelligibility score DWGP
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Figure 5.8: Objective scores for predicting intelligibility of each speech category in speech-shaped noise:
mean values and 95% confidence intervals.

Figure 5.9 summarizes the scores of preference of each category against the two others. Confidence inter-
vals are also provided. As we can see, casual and mixF appear to have similar scores of preference whereas
SSDRC gives negative quality scores against the other two categories, casual and mixF. The proposed Mix-

filtering approach preserves the quality of casual speech.
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Figure 5.9: Subjective quality evaluation: mean values and 95% confidence intervals of the preference scores
of each category against the two others.

5.2.2 Discussion

Focusing on the spectral domain, one feature that is possibly associated with the intelligibility of clear
speech is an energy increase above 1000Hz (Krause and Braida, 2004a; Hazan and Baker, 2010). This in-
crease of energy compared to plain speech occurs also in other speaking styles, like on Lombard speech, in
similar frequency regions. It has been shown that performing Lombard-like modifications on plain speech
by boosting the frequency region 1 — 4kHz while maintaining the overall RMS energy of the signal, has an
intelligibility increase (Godoy and Stylianou, 2012). In Krause and Braida (2009) a similar approach has been
used for clear speech, amplifying the energy around F2 and F3 formants on casual speech on voiced segments;
intelligibility tests for normal hearing listeners in noise (SNR=-1.8dB) showed that modified speech was more
intelligible than unmodified casual speech and less intelligible than clear speech. In addition, other simpler
spectral modifications can increase speech intelligibility. Performing high-pass filtering on speech with cut-off
frequency 1.5 kHz increases its intelligibility in noise (Niederjohn and Grotelueschen, 1976).

The aforementioned studies report that spectral modifications of casual speech may be proven beneficial
for its intelligibility. However, none of the studies is concerned with the quality degradations imposed to
original speech. In Chapter 3 we have seen that SSDRC can increase the intelligibility of casual speech to
levels higher than that of clear speech on low SNR. However, the quality of modified speech is quite degraded,
as reported in this Chapter. The majority of the studies that examine speech intelligibility, test the speech
signals in noise, masking all the artifacts that may be introduced on processed speech. Even if it is preferable
to test the intelligibility of speech in noise, as normal-hearing subjects can be used for evaluations, speech
is not always intended in noise. On some applications it is important to preserve the quality of speech (e.g
applications for hearing impaired listeners).

This work tries to address the problem of increasing the intelligibility of casual speech while maintaining
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its quality. Motivated by previous studies that achieve to increase intelligibility using spectral modifications,
this study also modifies the spectral characteristics of casual signals imposing however, quality restrictions.
The proposed method, inspired by the properties of clear speech, amplifies the energy of specific frequency
bands of original casual speech. The advantage of the method is its simplicity and efficiency. Firstly, unlike
other techniques (Krause and Braida, 2009; Zorila et al., 2012) it does not require frame-based analysis and
modifications (detection of voiced/unvoiced regions, formant shaping, maximum voice frequency estimation
etc). On the contrary, it isolates frequency bands on casual speech by simply performing multi-band filtering
and then adds back to the initial signal the filter outputs. Secondly, results show that the proposed modified
scheme increases the intelligibility of casual speech while maintains its quality. As the proposed method is
less intrusive, the intelligibility benefit is less compared to SSDRC. However, unlike SSDRC, the Mix-filtering
approach does not degrade the speech quality, as reported by subjective quality tests. Last, the Mix-filtering

approach is speaker and sentence independent and can be applied to any speech signal.

5.3 Combining the Mix-filtering approach with time-scaling: application to

reverberation

The intelligibility benefit of the Mix-filtering method for SSN is explored here for reverberant environ-
ments. The motivation for proposing this technique for enhancing speech intelligibility in reverberation is
that the mix-filtered modified speech simulates clear speech in terms of spectral energy distribution, which is
resistant to reverberant environments (Payton et al., 1994). In such environments, the intelligibility decrease
of speech is due to (1) overlap masking effect where the energy of a phoneme is masked by the preceding one
(Nabelek et al., 1989) (2) self-masking where the information is smeared inside a phoneme possibly as a result
of flattened formant transitions (Nabelek et al., 1989). As in clear speech, the Mix-filtering approach boosts
higher spectral regions, where transient parts are more likely to be found, and “steals” spectral energy from
low-frequency energy which usually causes the overlap masking effect on the energy of a preceding phoneme.
Other studies that successfully address the problem of intelligibility degradation on reverberant environments
use steady-state suppression techniques to reduce steady-state portions of speech like vowel nuclei and to in-
crease transient information (Nabelek et al., 1989; Arai et al., 2002; Hodoshima et al., 2006). Mix-filtering
achieves, with less complexity, a similar acoustic result as steady state suppression and consonant emphasis
since it does not require classification of speech portions.

The combination of the Mix-filtering spectral technique along with time-scaling is explored, since spectral
and time-scaling transformations, either natural (clear speech) or synthetic (Arai, 2005; Arai et al., 2007), have
been proven advantageous for speech intelligibility in reverberation. Time-scaling schemes may enhance the
intelligibility of unmodified speech through repetition of the information in time, reducing the overlap-masking
and self-masking effect. The performance of two time-scaling techniques is evaluated for reverberant environ-
ments: 1) Uniform time-scaling 2) Time-scaling based on the Perceptual Quality Measure (PSQ) model. Both

time-scaling schemes have been already described in Chapter 3. Uniform time-scaling changes the overall
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duration while respects the “local” speech rhythm. PSQ proposes both an elongation and a pause insertion
scheme that could be beneficial inside reverberant environments, as the energy of a speech segment falls into
pauses and does not mask following segments. Unlike other proposed pause insertion schemes that are used
for reverberation (Arai, 2005), this work explores a pause insertion scheme that inserts pauses in acoustically
meaningful places.

Subjective evaluation of modified and unmodified speech is carried out via intelligibility tests performed
by non-native, native and hearing-impaired listeners on two reverberation times. Unlike other studies that use
a carrier sentence and non-sense syllables or rhyming words (Nakata et al., 2006; Arai, 2005; Arai et al., 2007)
to test word intelligibility, a more realistic scenario is used by testing sentence intelligibility, using the LUCID

corpora.

5.3.1 Evaluations

In this section the proposed modifications are evaluated in reverberant conditions. Reverberation is simu-
lated using a room impulse response (RIR) model obtained with the source-image method (Allen and Berkley,
1979). The hall dimensions are fixed to 20 m x 30 m x 8 m. The speaker and listener locations used for
RIR generation are {10 m, 5 m, 3 m} and {10 m, 25 m, 1.8 m} respectively. The propagation delay and
attenuation are normalized to the direct sound. Effectively, the direct sound is equivalent to the sound output
from the speaker. Convolving the modified speech signals with RIR produces the signals for evaluation.

Seven sets of signals are evaluated: (1) the clear speech (CL), (2) the casual speech (CV) (3) the Mix-
filtering spectrally modified casual speech signal (M) (4) the uniformly time-scaled casual speech signal (U)
(5) the PSQ-based time-scaled casual speech signal (P) and the combinations of the above modifications (6)
uniform time-scaling and Mix-filtering of casual speech (UM) (7) PSQ-based time-scaling and Mix-filtering
of casual speech (PM). The term Categories will be used to refer to the seven sets of signals. 56 randomly
selected distinct sentences from the LUCID corpus are presented to the listeners, uttered from 2 Male and
2 Female speakers (14 sentences per speaker, 8 sentences per set of signals, 4 sentences per Category per
reverberant condition). The reverberation times are R7; = 0.8s and RT3 = 2s to simulate low and high
reverberant environments, respectively. A “header” of 4 sentences is added to the listening test to serve as a
preparation set for the listeners to the reverberant environment (these sentences are not evaluated). The listener
hears each sentence once and is instructed to write down whatever he/she perceives to have heard.

As sentence difficulty may affect the intelligibility scores (especially for the non-native population), 7
different listening scenarios have been created to ensure that each sentence will be presented in a {CL, CV,
M, U, P, UM, PM} manner to different listeners (as each listener cannot hear the same sentence twice). For
example, if a specific sentence is presented to the listener in CL manner on RT7 condition on the listening
Scenario 1, then the same sentence will be presented to another listener in CV manner on the same reverberant
condition on listening Scenario 2 etc. This allows us to “denoise” the performance evaluation from the sentence

dependency. 32 listeners participated in the intelligibility test, 7 native speakers, 4 hearing-impaired listeners,
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and 21 non-native speakers with good perception of English (this was also verified in the listening test with 5
difficult sentences presented without reverberation conditions). As the majority of the listeners are non-native,

explicit statistic analysis is presented for this population.

Non-native speakers

Performance evaluation for the non-native speakers contains three parts of analysis. The first part presents
the intelligibility scores of each Category across listeners, in order to reveal possible intelligibility benefits of
the proposed modifications for the non-native population. The second part of analysis computes the intelligi-
bility scores of each Category across sentences, to parcel out the possible variability due to sentence difficulty
and reveal the Category main effect. Lastly, the third part of analysis presents the intelligibility scores of each
Category across the two different reverberant conditions.

For each reverberant condition, the ratio of the correct key-words to the number of total keywords per
sentence is estimated per listener and per Category. Then, the mean of the ratios for all sentences is estimated
per listener and per Category. Figure 5.10 shows the {min, 15! quartile, median, 3" quartile, max} of intel-
ligibility scores per Category across all listeners. CL appear to have a higher intelligibility advantage over
all Categories for both reverberant conditions while the UM seems to have a benefit over CV on R7% (Figure

5.10).
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Figure 5.10: Intelligibility scores per Category across listeners on (a) RTy = 0.8s (b) R15 = 2s

In order to evaluate the statistical significance of these results, a repeated-measures ANOVA is performed
on intelligibility with Category nested within each listener. Results reveal significant intelligibility differences
among Categories, for both reverberant conditions RT} (F'(6,20) = 5.601,p < 0.001) and RT> (F(6,20) =
7.167,p < 0.001). Post-hoc comparisons using pairwise paired t-tests reveal that the mean intelligibility score
of CL (M = 0.86,SD = 0.13, M stands for mean and SD for standard deviation) is significantly different
(p < 0.001) from CV (M = 0.67,SD = 0.22) in R1} while in RT3 both CL (M = 0.83,SD = 0.16) and
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UM (M = 0.77, 5D = 0.17) have significantly different means (p < 0.01) from CV (M = 0.64,SD = 0.23).
No significant difference between means of CL and UM are reported (p = 0.07).

For each reverberant condition, the ratio of the correct key-words to the number of total keywords per
listener is estimated per sentence and per Category. Then, the mean of the ratios for all listeners is estimated
per sentence and per Category. Figure 5.11 shows the {min, 1% quartile, median, 3"¢ quartile, max} of
intelligibility scores per Category across all sentences. CL appear to have a higher intelligibility advantage
over all Categories for both reverberant conditions while the UM seems to have a benefit over CV on R75

(Figure 5.11).
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Figure 5.11: Intelligibility scores per Category across sentences on (a) RT) = 0.8s (b) RT5 = 2s

A repeated-measures ANOVA on intelligibility with Category nested within each sentence is performed to
remove possible dependencies of the intelligibility scores on sentence difficulty. ANOVA null hypothesis of
equal means of the intelligibility scores for every Category, is rejected using the F-test for RT} (F'(6,27) =
6.634,p < 0.001) and RT> (F'(6,27) = 7.268,p < 0.001). Post-hoc comparisons using pairwise paired
t-tests reveal that the mean intelligibility score of CL (M = 0.87,SD = 0.15) is significantly different
(p < 0.01) from CV (M = 0.66, SD = 0.20) in RT} while in RT5 both CL (M = 0.83, 5D = 0.18) and UM
(M = 0.75,5SD = 0.21) have means different from CV (M = 0.63,SD = 0.26) and this result is statistical
significant (p < 0.001 for CL, p < 0.01 for UM). No significant differences are reported between the means of
CL and UM (p = 0.07). The mean of UM is significantly different from the means of all other modifications
(p < 0.01). Last, pairwise paired t-tests showed no significant difference between means per Category in R7}

with their corresponding in RT5.
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Native listeners and Hearing-Impaired

Subjective evaluations are also performed by 7 native listeners. As the sentences were meaningful, the con-
tent helped the native listeners to understand both CL and CV speech almost 100%. One listener appeared to
have intelligibility score below 70% for both speaking styles. That listener benefits from all modification tech-
niques in RT5, and in R} from all modifications except uniform-time scaling. Repeated measures ANOVA
showed no statistical significant differences between Categories both for RT} (F'(6,6) = 1.544,p = 0.192)
and RT, (F'(6,6) = 1.781,p = 0.131).

Subjective evaluations were also performed by 4 non-native hearing impaired listeners. The type and
severity of hearing loss was not reported by the subjects, since the intelligibility test was conducted online.
Figure 5.12 depict the intelligibility scores for each Category in two conditions k77 and RT>. CL speech is
more intelligible than CV speech in RT} (M¢r = 0.87,5D¢r = 0.16, Moy = 0.60, SDey = 0,22) and
RT5 (Mcyp, = 0.80,SD¢yr, = 0.23, Moy = 0.57,SDcy = 0.17). In RT3 condition, modification schemes
failed to increase the intelligibility of casual speech. However, for RT1, all listeners showed an intelligibil-
ity increase of modified casual speech with the Mix-filtering modification (M = 0.86,5D = 0.26). Re-
peated measures ANOVA showed no statistical significant differences between Categories for RT; (F'(6,3) =
1.754,p = 0.166) and RT, (F'(6,3) = 3.228,p = 0.0248).

5.3.2 Discussion

Subjective evaluations presented in this experiment confirm that clear speech is more intelligible than
casual speech in reverberant conditions for the non-native listeners. Indeed, CL outperforms CV by 19% in
0.8s and 2s reverberant time. Non-native listeners also report that the combination of uniform time scaling and
Mix-filtering technique is advantageous for R75 since the intelligibility benefit is 13%, that is 6% lower from
the upper bound (CL). However, in less reverberation, the benefit of this modification drops. This inefficiency
is possibly due to the selection of the uniform-time scaling factor. Figure 5.10(a) shows that the Mix-filtering
technique has a slight advantage over casual speech. Then, when uniform-time scaling is combined with
the spectral boosting, the median intelligibility score drops and the variance increases. Therefore, this result
indicates that the duration of the speech signal is linked to the reverberation condition and the selection of the
time-scaling factor should be proportional to the reverberation time. Also, the PSQ-based modification fails to
increase intelligibility of casual speech. One possible reason for this is the change of rhythm between speech
segments and the extreme elongation in some cases. A more conservative time-scaling factor could be proven
more advantageous for the time-scaling techniques and is to be explored in the future.

The hearing-impaired people reported that clear speech has 23% and 27% higher intelligibility than casual
speech for RT} and RT5, respectively and that the Mix-filtering in R} increases the intelligibility of casual
speech by 26%. However, the hearing-impaired population is rather small to draw any concrete conclusions.

Finally, native listeners do not benefit from the transformations since the intelligibility of CV is as high

as that of CL, highlighting the importance of the semantic content and/or the amount of reverberation, above
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Figure 5.12: Intelligibility scores per Category for each hearing-impaired listener on (a) R1T1 = 0.8s (b)
RT, = 2s

which their perception is degraded (possibly on higher reverberation times).

Results indicate that modifications based on clear speech properties can be beneficial for the intelligibility
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enhancement of casual speech in reverberant environments. The proposed modification uses a combination
of spectral boosting and uniform time-scaling. Our spectral transformation applies a multi-band filtering on
casual speech, enhancing information of important frequency bands indicated by clear speech and it has low
computational complexity, since it does not require detection of steady-state portions. The Mix-filtering and
uniform time-scaling combination increases the intelligibility of casual speech in high reverberant environ-
ments (RT = 2s) for the non-native population. Future work could focus on validating the linear connection

of the uniform-time scaling factor to the reverberation time.



Chapter 6

Modulation Enhancement

In Chapter 2, the importance of modulations for speech perception has been underlined, reporting also
differences on the temporal envelope modulations of clear and casual speech. Previous efforts to enhance the
modulation depth of the temporal envelopes have also been reported, revealing the difficulty of related studies
to enhance speech intelligibility by changing the temporal envelopes of speech. In this work, we have achieved
to enhance the intelligibility of speech by manipulating the modulation spectrum of the signal. Our method is
based on the concept of coherent speech demodulation. First, the signal is decomposed into Amplitude Mod-
ulation (AM) and Frequency Modulation (FM) components using a high resolution adaptive quasi-harmonic
model of speech. Then, the AM part of frequencies above the midrange region of the speech spectrum is modi-
fied by applying a perceptually motivated compression rule, mimicking the non-linear compression activity on
the basilar membrane, as well following characteristics of the clear style of speaking. This results in increasing
the modulation depth of the temporal envelopes of weak - in terms of loudness - components. The modified
AM components of speech are then combined with the original FM parts to synthesize the final processed
signal. Subjective listening tests evaluating the intelligibility of speech in noise showed that the suggested
approach increases the intelligibility of plain speech by 40% on average, while it is comparable with recently
suggested state-of-the-art algorithms of intelligibility boosters, the SSDRC and Mix-filtering technique.

This Chapter is organized as follows. First, the AM-FM coherent demodulation algorithm will be pre-
sented, namely the extended adaptive quasi-harmonic model (eaQHM). This model is used for analysis and
synthesis of speech. Then, the transforming function that boosts the low-frequency amplitude modulations of
the temporal envelope is defined. Next, the evaluation section is presented, describing the intelligibility benefit
of our modulation enhancement technique via subjective intelligibility tests performed by native listeners on
SSN noise. SSDRC and Mix-filtering are also evaluated for comparison reasons. Last, we attempt to find
a relation between beneficial spectral modifications and modulation enhancement. Therefore, our proposed

modulation enhancement technique is compared in terms of modulations with the SSDRC and Mix-filtering.
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6.1 Coherent demodulation of temporal envelopes

Our novel method for increasing the modulation depth of the temporal envelopes of speech and simultane-
ously its intelligibility is based on the concept of coherent demodulation. Coherent demodulation approaches
(Atlas and Janssen, 2005; Schimmel and Atlas, 2005) suggest that for decomposing properly the signal into
amplitudes and carrier frequencies, the initial signal should be filtered into bandpass analytic signals of rela-
tive narrow bandwidth. This concept motivated us to separate the temporal envelopes (amplitudes) from the
temporal fine structure (carriers) using a Sinusoidal model, rather than the state-of-the-art technique, namely
the Hilbert transform. Specifically, a powerful quasi-harmonic model is introduced to decompose speech into
time-varying amplitudes, frequencies and phases. Each time-varying amplitude is considered to be the “tem-
poral envelope” of the signal in the corresponding frequency. Then, a transforming function is applied to the
time-varying amplitudes to increase their modulation depth. The speech signal is then synthesized using the
modified amplitudes and the initial frequencies and phases. The analysis and synthesis of the speech signal
is performed by the extended adaptive Quasi-Harmonic Model (eaQHM) proposed by Kafentzis et al. (2014,
2012) which can decompose and reconstruct the signal with high accuracy.

The proposed modification algorithm changes the temporal envelope modulations of speech similar to clear
speech. The transforming function is inspired by clear speech properties and by the input-output functions on
the basilar membrane of the cochlea. When presented in noise, the modified signal has higher intelligibility
than the unprocessed signal. The advantage of our method is that it does not require filterbank analysis and
synthesis and temporal envelope estimation using the Hilbert transform. Such techniques reduce the effective-
ness of the modulation filters (Atlas and Janssen, 2005) or introduce artifacts to the signal detrimental for its
intelligibility. Furthermore, the proposed method does not require the design of modulation filters which their
efficiency may depend to the type of noise (Kusumoto et al., 2005). Instead, a simple transforming function
is used to change the modulation depth of the time-varying amplitudes. In the subsection that follows, the

eaQHM algorithm is described.

6.1.1 Decomposition and reconstruction of speech: the extended adaptive quasi-harmonic
model (eaQHM)

Generally, the speech signal, containing both voiced and unvoiced segments, can be described as an AM-

FM decomposition:
K

z(t) = Y ag(t)e PO (6.1)

k=—K

where ay(t), ®(t) are the instantaneous amplitude and the instantaneous phase of the k" component, respec-

tively. A means to accurately compute these parameters is the full-band extended adaptive Quasi-Harmonic
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Model (Kafentzis et al., 2014, 2012) which has been successfully used for analysis and synthesis of speech:

K

B(t)= 3" (an + thy) Ap(t)e 4O (6.2)
k=—K

In this model, & is the complex amplitude and by, is the complex slope of the k' component, and
Ay, (1), ék (t) are functions of the instantaneous amplitude and phase of the k! component, respectively (Kafentzis
et al., 2012). These estimates are iteratively updated via Least Squares until a convergence criterion is met,
which is related to the overall Signal-to-Reconstruction-Error Ratio (SRER) (Kafentzis et al., 2014). Then, the
overall signal is synthesized using equation (6.1) where oy, (t) is formed by a frequency integration scheme
using the estimated frequencies and phases (Pantazis et al., 2011) and «(¢) is simply | (t)| via linear inter-

polation.

6.2 Modulation enhancement based on the non-linear compression function

of the basilar-membrane and on clear speech properties

After AM-FM decomposition of speech, the time-varying amplitudes need to be properly modified in order
to increase their modulation depth. Two major concepts are introduced to propose the appropriate transforming
function. First, following the characteristics of clear speech, not all time-varying amplitudes will be modified.
Comparative acoustic analysis between clear speech and casual speech has shown increased modulation depth
of the temporal envelopes of clear speech in midrange frequencies (Krause and Braida, 2004a). Therefore,
the temporal envelopes of low midrange frequencies will not be modified. Second, the degradation of the
temporal envelope sensitivity is connected to hearing loss. This degradation may be attributed to the inability
of the basilar-membrane to perform non-linear compression (Moore and Oxenham, 1998). This suggests
that the low loudness parts of the temporal envelope are equally important. Boosting this information can
be beneficial both for hearing impaired and normal-hearing people. Therefore, we propose a transforming
function which approaches the compressive nonlinearity that takes place in the basilar-membrane (Moore and
Oxenham, 1998):

mi(t) = ar(t)?, |k|=4,..,K (6.3)

where % < «v < 1. After modifying the time-varying amplitudes using equation (6.3), the signal is synthesized
using equation (6.1) where oy () = my(t). Then, the synthesized signal is normalized to have the same Root
Mean Square energy (RMS) as the original unmodified signal.

The proposed transforming function, called DMod, has the ability to significantly increase the very low val-
ues of the time-varying amplitude component, while maintaining or conservatively increasing the higher ones.
The motivation of proposing this transforming function is based both on the non-linear compressive function
of the basilar membrane and on the comparative analysis between clear and casual speech. Figure 6.1(a) shows

the temporal envelopes (time-varying amplitudes) near 3000 Hz (15'h harmonic) of a clear sentence and its
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casual counterpart, while Figure 6.1(b) depicts the corresponding normalized amplitudes. Comparing clear
and casual temporal envelopes two observations can be made. First, the amplitude harmonic of clear speech
is in average greater than that of casual speech, showing an increased spectral energy of clear speech com-
pared to casual speech for this harmonic (Figure 6.1(a)). Second, removing this effect by normalizing, we can
observe that casual speech has weaker - in terms of amplitude - components (near 0.25s and 2s) which may
be masked when presented in noise. Applying the compression function of equation (6.3), we can see that
these weak components are enhanced by DMod compared to the original casual signal (Figure 6.1(b)) while
the average amplitude of the temporal envelope is boosted (Figure 6.1(a)), as in clear speech. Furthermore, it
should be noted that not all the amplitude components are modified by the transforming function described in
equation (6.3). This is due to the fact that comparing the temporal envelopes of clear and casual speech on low
frequency regions, we have observed that amplitude components of casual speech seem equally enhanced and

in sometimes more boosted than that of clear speech.
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Figure 6.1: Time-varying amplitude of 15 quasi-harmonic (around 3000Hz) estimated by eaQHM for the same

sentence uttered in clear and casual style. The modified amplitude harmonic by the proposed modulation
enhancement technique, DMod is also depicted. (a) Amplitudes (b) Normalized amplitudes

To quantify the amount of modulation enhancement, we estimate the modulation depth for a casual sen-

tence before and after applying DMod. Figure 6.2 depicts the mean modulation depth, D(t), of the temporal
envelopes on three acoustic frequency regions for clear, casual and modified casual signal using the trans-
forming function (DMod) with v = 0.5. The mean modulation depth, W, is estimated as follows: eaQHM
decomposes speech into acoustic frequencies and amplitudes. The time-varying amplitudes that correspond
to the acoustic frequency regions depicted in Figure 6.2 are summed to derive the temporal envelope for each
frequency region. Now, let us denote as p(t), the temporal envelope whose modulation depth needs to be
estimated. In equation (6.1), Z:(t) = p(t) and K = 8 in order to capture modulation frequencies from 2 to 8

Hz. Using equation (6.1), eaQHM decomposes the temporal envelope into modulation amplitudes «(¢) and

modulation frequencies from 2-8 Hz. The modulation depth D(t) is computed using equation (6.4), which
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sums the modulation amplitudes of the above modulation frequencies. Note that D(¢) is also time-varying.

The average of D(¢) in time, namely D(¢) is then depicted in Figure 6.2.

D)= > lak(®) (6.4)
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Figure 6.2: Mean modulation depth for modulation frequencies 2 — 8 Hz of the temporal envelopes of {Clear,
Casual, DMod (v = 0.5)} on different frequency regions for the same sentence.

Figure 6.2 illustrates that clear speech (Clear) has higher mean modulation depth than casual speech (Ca-
sual) on midrange and upper midrange frequencies (800-3000Hz, 4t"-15" component) while on low midrange
frequencies (200-600Hz, 1%¢-3"¢ component) clear speech has lower mean modulation depth than casual
speech, supporting our initial observations. The transforming function with v = 0.5 (DMod) follows this
clear speech characteristic; it increases the modulation depth of casual speech significantly for frequencies
above the midrange while decreases its modulation depth on low midrange frequencies. Trials and errors
along with informal listening tests on values of v showed that the intelligibility of casual speech significantly
increases around the area of v = 1/2. For higher values of 7 the modulation depth of the modified time-
varying amplitudes increases with less intensity and the modified signal is acoustically closer to the original
signal. For higher SNR levels a lower value of 0.5 for « can be selected. Therefore, the parameter v can be
proportional to the noise level. However, very low values of + should be avoided, since they create signal dis-
tortions that may affect speech intelligibility. Figure 6.3 presents the spectrogram of the original signal and the
modified signal using the transforming function with v = 0.5. It is worth noticing how the harmonic structure
is emphasized. The same sentences in SSN are depicted in Figure 6.4 where SSDRC in SSN is also illustrated.
With visual inspection it is observed that both SSDRC and DMod emphasize speech segments “popping them

out” of noise.
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Figure 6.3: Spectrogram of the casual signal (upper panel) and the modified casual signal (lower panel) using
the transforming function with v = 0.5.
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Figure 6.4: Spectrogram of the casual signal (upper panel), the SSDRC modified casual signal (middle panel)
and the DMod modified casual signal (lower panel) in noise using the transforming function with v = 0.5.
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6.3 Evaluations

In the previous section it was shown that the proposed compression function leads to increased modulation
depth of the temporal envelopes for low modulation frequencies (2-8 Hz) (Figure 6.2). In this section we will
evaluate our algorithm in terms of intelligibility via subjective intelligibility tests.

For comparison purposes, our proposed algorithm is compared to two other intelligibility enhancing tech-
niques, the SSDRC and the Mix-filtering described analytically in Chapter 5. Four sets of signals are evaluated:
(1) the original speech (OR), (2) the proposed modified speech using modulation-depth enhancement (DMod)
(3) the SSDRC modified speech (SSDRC) (4) the mix-filtering modified speech (MixF). The term Categories
will be used to refer to the 4 sets of signals, {OR, DMod, SSDRC, MixF}.

The database for evaluating the proposed modification is different from the LUCID database. The database,
called SpeakGreek! contains sentences in Greek uttered by normophonic female and male speakers. The
database is used to test word intelligibility by native (Greek) listeners. The corpus contains sentences with one
keyword inside the carrier sentence uttered in Greek “Lége [1éksi klidi] padid” (“Say [keyword] everywhere”)
(http://speakgreek.web.auth.gr/, 2013; Nicolaidis et al., 2014, 2015a,b). The keyword is a CVCV word. Each
sentence is recorded five times. No instruction of speaking clearly or casually is given to the speakers. There-
fore, among the five repetitions the speaking style presents a variability. Some sentences are more articulated
than others, the stressing of the words is different, etc. The less stressed and articulated sentences are selected
from this corpus (casual sentences). The sentences are presented in SSN of low (SNR; = —8dB) and mid
(SN Ry = —2dDB) levels of SNR. The listeners are asked to write down the keyword that they hear. Each key-
word is presented only once to the listeners. 16 distinct sentences are presented to the listeners for evaluation
uttered by a female and a male speaker (8 sentences per speaker (8x2 = 16 sentences), 4 sentences per speaker
per noise level (4x2x2 = 16 sentences), 2 sentences per Category per noise level (2x4x2 = 16 sentences)).
All sentences are normalized to have the same RMS energy and then noise is added to the sentences. First, the
low SNR sentences are presented to the listeners and next the sentences on higher SNR. 4 sentences are pre-
sented as a header to the listeners to adjust their hearing to the noise level (20 sentences in total). The “header
sentences” are not evaluated. The scoring system is based on previous research on English intelligibility tests
(Monsen, 1978, 1982; Picheny et al., 1985a), supported also by researchers for Greek language (Sfakianaki,
2012). Each word is considered incorrect even if there is a mismatch in one phoneme e.g “fiki” instead of
“thiki” (“seaweed” instead of “case”). However, incorrect person of verb and number of noun is considered
half-correct e.g. “déra” instead of “déro” (“gifts” instead of “gift”).

As word difficulty may affect the intelligibility scores, 4 different listening scenarios were created to ensure
that each word would be presented in a {OR, DMod, SSDRC, MixF} manner to different listeners (as each
listener cannot hear the same sentence twice). For example, if a specific word was presented to the listener in

OR manner on SN R; on the listening Scenario 1, then on listening Scenario 2 the same word was presented

!The authors would like to thank Prof. Katerina Nicolaidis and Dr. Anna Sfakianaki for providing the database: “SpeakGreek:
Developing a biofeedback speech training tool for Greek segmental and suprasegmental features: Application in L2 learning/teaching
and clinical intervention”, co-financed by the European Union (ESF) and Greek national funds (ARISTEIA II).
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in SSDRC manner to another listener on the same SNR condition etc. This allowed us to “denoise” the

performance evaluation from the word dependency.
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Figure 6.5: Intelligibility score across listeners per Category (a) SNR=-8dB (b) SNR=-2dB

60 listeners (15 listeners per scenario), all native Greek speakers, participated in the intelligibility test.
Performance evaluation contains two parts of analysis. The first part presents the intelligibility scores of each
Category across listeners, in order to reveal possible intelligibility benefits of the proposed modifications for
the native population. The second part of analysis computes the intelligibility scores of each Category across
sentences, to parcel out the possible variability due to word difficulty.

For each SSN condition, the score of the correct and the half correct keywords is estimated and divided
by the score of the total keywords. This normalized score is estimated per listener and per Category. Fig-
ure 6.5 shows the {min, 1st quartile, median, 3rd quartile, max} of intelligibility scores per Category across
all listeners. As it is expected, there is a high variability across listeners attributed to the differences in the

degree of influence of noise on listener’s perception (Cooke and Lecumberri, 2012b). Mean values are also
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depicted (rhombus symbol). SSDRC appears to have a higher intelligibility advantage over all Categories for
both SSN conditions. Our proposed modification DMod has higher intelligibility score, that is 36% and 48%
(mean values) compared to unmodified speech (0% and 18%) for SSN; and SS Ns respectively, approaching
the intelligibility benefit of SSDRC (44% and 62% respectively). MixF achieves lower intelligibility scores
than DMod (25% for SS N7 and 35% for SSN5).

In order to evaluate the statistical significance of these results, a repeated-measures ANOVA was performed
on intelligibility with Category nested within each listener. Results reveal significant intelligibility differences
among Categories, for both SSN conditions SSN; (F(3;59) = 35.91; p < 1071%) and SSN; (F(3;59) =
15.46; p < 1078). Post-hoc comparisons using pairwise paired t-tests with Holm adjustment reveal that
the mean intelligibility scores of DMod (M = 0.36 (mean); SD = 0.26 (standard deviation)), SSDRC
(M = 0.44; SD = 0.32) and MixF (M = 0.25; SD = 0.28) are significantly different (ppasoq < 10714,
pssprc < 10783, parier < 1078) from OR (M = 0; SD = 0)in SSN;. For SSN,, both DMod (M = 0.48;
SD = 0.37) and SSDRC (M = 0.62; SD = 0.38) have significantly different means (p < 10~%) from OR
(M = 0.18; SD = 0.25) while no statistical significance (p = 0.028) was found between the mean of
MixF (M = 0.35,SD = 0.39) and OR (M = 0.18; SD = 0.25). No statistical significant difference was
found between MixF, DMod and SSDRC on SSN;. On SS N> condition there was no statistical significant
difference between SSDRC and DMod.

In order to investigate possible dependencies of the intelligibility scores on word difficulty, intelligibility
scores for each word was computed for all Categories. Figure 6.6 shows the normalized scores for each word
for the two SSN conditions, S'SN; (Figure 6.6(a)) and SS N, (Figure 6.6(b)). As we can see word difficulty
influences the efficiency of the modification algorithms. This variability on the intelligibility scores due to
word difficulty justifies the high variance on the intelligibility scores for the modification techniques reported
in Figure 6.5. In easily predicted words like “zoila, lalid” the intelligibility scores of { SSDRC, DMod, MixF}
are higher than that of more difficult predicted words like “theté, goni”. It is worth noticing that original
speech, OR, has also higher intelligibility score in easily predicted words for the S\S N, condition. Finally, 9
out of 16 words have the highest intelligibility scores when modified by SSDRC, while 4 out of 16 words have
the highest intelligibility score when modified by DMod.
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6.4 Examining the relation of spectral transformations and modulation en-

hancement

Motivated by the above intelligibility scores, a future work would be to combine the gains of DMod and
SSDRC in order to create a high intelligible signal in noise. However, first we should examine if SSDRC
changes the modulation depth of the temporal envelopes, through energy reallocation in the spectral and time
domain. In this case, a combination of DMod with spectral modification schemes would probably be less
promising than expected. The main question that we need to answer is why when boosting specific frequency
content speech intelligibility increases in SSN noise? Is this attributed to the fact that the spectral energy of
the signal exceeds the noise level or this spectral energy re-distribution enhances the temporal envelope modu-
lations of speech, which are linked to speech perception in noise? If spectral transformation techniques indeed
increase the modulation depth of temporal envelopes, then the intelligibility increase that casual speech experi-

ences is possibly due to modulation enhancement and not due to energy reallocation. This result would be very
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important since it would suggest to shift our research interest from indirect (through spectral transformations)
to direct modulation enhancement, focusing on specific frequency bands.

In this work, we have achieved to increase the intelligibility of speech in noise by 30-40%, reaching
the intelligibility scores of SSDRC. However, this result has been accomplished only by manipulating the
temporal envelope modulations of speech. We assume that SSDRC and probably Mix-filtering also enhance
the modulation depth of the temporal envelopes. Therefore, we are motivated to investigate how the temporal
envelopes change in time and to which extent their modulations are affected for the spectral modification
techniques. Following the analysis described in Section 6.2 for SSDRC and Mix-filtering, Figure 6.7 depicts
the amplitudes (Figure 6.7(a)) and normalized amplitudes (Figure 6.7(b)) of the 15 harmonic estimated by
eaQHM for the same sentence in Casual, SSDRC, MixF (Mix-filtering) and DMod. As we can see, the spectral
modifications also enhance the average amplitude value of the specific harmonic (Figure 6.7(a)). MixF seems
to preserve the overall shape of the casual temporal envelope waveform (Figure 6.7(b)), while SSDRC and
DMod change the shape of the waveform by highlighting different time regions. It is obvious from Figure 6.7
that only by enhancing the amplitude of the temporal envelope using spectral modifications, the modulation

depth of the temporal envelope is also enhanced.
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Figure 6.7: Time-varying amplitude of 15 quasi-harmonic (around 3000Hz) estimated by eaQHM for the same
sentence in Casual, SSDRC, MixF and DMod (a) Amplitudes (b) Normalized amplitudes

Examining more than one harmonics, the modulation spectra (Atlas and Janssen, 2005) of unmodified
(Clear, Casual) and modified speech (DMod, SSDRC, MixF) are illustrated in Figure 6.8. Clear speech ap-
pears to have more intense modulations all over the spectrum compared to casual speech, whose modulations
are limited in the midrange. Both SSDRC and MixF seem to enhance the modulations of casual speech, ap-
proaching the modulation spectrum of clear speech. Indeed, comparing the modulation spectra of clear speech
and MixF there is a great similarity. Therefore, our initial suggestion that spectral modification techniques
probably enhance the modulations of the temporal envelopes is verified. DMod that directly focuses on mod-

ulation enhancement, boosts significantly modulations all over the spectrum.
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Figure 6.8: Mean modulation depth for modulation frequencies 2 — 8 Hz of the temporal envelopes of {Clear,
Casual, DMod (v = 0.5), SSDRC, MixF} on different quasi-harmonic regions for the same sentence.

6.5 Discussion

Subjective evaluations report that the proposed modification method, DMod, increases speech intelligi-
bility in SSN. This intelligibility improvement is inspired by acoustic differences between clear and casual
speech and psychoacoustic studies on the peripheral auditory system. The transforming function increases the
modulation depth of low modulation frequencies (2-8Hz) of the temporal envelopes, as it naturally happens on
clear speech. However, unlike other studies the intensity envelope is not extracted using filterbank analysis on

frequency bands. On the other hand, the time-varying amplitudes of the quasi-harmonics are extracted using
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an AM-FM decomposition algorithm. This alleviates possible distortions of the envelope during the carrier
and envelope extraction process (Atlas and Janssen, 2005; Won et al., 2008) since the eaQHM model, used for
analysis-synthesis, is highly adaptive to the signal parameters (amplitudes, frequencies and phases). Statisti-
cal analysis has also shown that DMod and SSDRC are not statistically different groups. However, SSDRC
seems to have a slight advantage over DMod. Analysis on the SSDRC signals reveals that SSDRC increases
the modulation depth of the intensity envelope of the unmodified speech, to a less extent though, than DMod.
However, this lower modulation depth possibly is not the reason for the slight intelligibility benefit of SSDRC
over DMod. This is supported by the fact that lower modulation depths deriving from the DMod modification
scheme with e.g v = 0.8, lead to lower intelligibility of speech in noise (tested via informal listening tests).

The work presented in this Chapter addresses directly and efficiently the problem of increasing the modu-
lation depth of the temporal envelopes and simultaneously enhancing speech intelligibility. This problem has
been examined by previous studies (Krause and Braida, 2009; Kusumoto et al., 2005) with moderate results
on intelligibility and limitations imposed by the designed modulation filters. Equally important to enhancing
the modulations of the temporal envelopes is the finding that spectral modifications change the low frequency
modulations of the temporal envelopes. This suggests that the intelligibility benefit of such modifications
is due to the modulation enhancement rather than the spectral energy redistribution itself. Having an algo-
rithm that directly manipulates the low-frequency modulations on specific harmonics is very important. Using
DMod, further investigation can be performed to explore which frequency regions are the most important for
higher intelligibility benefits. This can be beneficial especially for hearing impaired listeners whose hearing
loss affects specific frequency bands.

Last but equally important is to explore modifications that enhance speech intelligibility while preserving
its quality. DMod degrades the quality of the speech signal as SSDRC does. This motivates us to explore in
the future a different transforming function of DMod or a transforming function with « values proportional
to noise level. Also, the transforming function could be applied to specific harmonics. It is possible that
for higher frequency regions (brilliance range) the modulation enhancement technique is rather invasive. As
clear speech dictates, the modulation boosting in this region is rather small. DMod paves the way for further
research on speech intelligibility and modulation enhancement for a variety of applications. Detailed steps for

future directions are commented on the last chapter.
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Chapter 7

Conclusions and Future Directions

In this thesis, we studied the problem of enhancing the intelligibility of speech based on natural modifi-
cations that humans do when the listener with whom they communicate faces a communication barrier. The
intelligibility benefit of clear speech in various conditions and for many populations was the motivation to
propose clear-based modifications on casual speech. However, transforming casual speech to clear speech is
not an easy task. Indeed, comparative acoustic analysis performed on the two speaking styles, clear and casual,
revealed acoustic feature differences. However, not all features are connected to intelligibility. Detecting the
features that make clear speech more intelligible than casual is not trivial. Moreover, while many explored
modifications from the one speaking style to the other were advantageous in terms of implementation they did

not prove advantageous in terms of intelligibility. This thesis,

* has attempted to quantify the contribution of human prosodic modifications to the intelligibility of clear
speech. Results suggest that the duration is important for intelligibility, impacting to a greater extent the
non-native population rather than the native listeners. Focusing on speech intelligibility enhancement,
this work explored different acoustically-driven time-scaling algorithms to slow down casual speech.
The three techniques explored are segmental time-scaling, uniform time-scaling and a novel method
for time-scaling and pause insertion, the Perceptual Speech Quality Measure. This new introduced
technique tries to mimic the acoustic properties of clear speech by inserting pauses and elongating the
stationary parts of speech to avoid artifacts. However, although this approach is inspired by clear speech
properties, it do not require any knowledge of the clear speech counterpart to insert pauses to the ca-
sual signal. On the contrary, it considers the acoustics of casual speech (loudness and stationarity) to
insert pauses and to elongate. Subjective evaluations in SSN and reverberant environments show great
variability among listeners in the preference of the techniques. However, the general trend is that none
of the techniques was able to significantly increase the intelligibility of casual speech in SSN. The
uniformly time-scaled casual speech, overall, had almost the same intelligibility with unmodified ca-
sual speech, with a slight improvement on the non-native population, whereas segmental time-scaling
and PSQ decreased the intelligibility of the unmodified casual speech. Thus, this work suggests that

acoustically-driven time-scaling modifications based on loudness criteria may not be appropriate for
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increasing the intelligibility of casual speech in SSN. On reverberant environments, the uniform time-
scaling technique was proven advantageous for the non-native population when combined with spectral
modifications. Results indicate the connection of the uniform-time scaling factor to the degree of rever-

beration for successful intelligibility enhancement.

presented and evaluated a novel approach to expand vowel space via frequency warping inspired by
clear speech analyses. Unlike other studies, we perform vowel space expansion in isolation in order
to evaluate its impact on intelligibility. Our modification scheme is explicit and speaker independent.
Results indicate that, while vowel space is successfully expanded, there is no significant intelligibility
gain from the frequency warping. These observations suggest that further detailed evaluation of the clear
speech intelligibility gain related to vowel space expansion is merited. In particular, a more localized
level of analyses and consequent modifications (e.g. within phones and considering formant transitions)

might expose more perceptually relevant differences that positively impact intelligibility.

performed acoustic analyses on Lombard and clear speaking styles in order to isolate and compare per-
tinent spectral phenomena that later inspire speech modifications to increase intelligibility. While Lom-
bard speech consistently exhibits spectral energy boosting in an inclusive formant region, effectively
increasing loudness, clear speech shows spectral energy redistribution on higher frequency regions than
Lombard, possibly attributed to consonant emphasis and hyper-articulation. Examined in terms of in-
telligibility, both styles exhibit an intelligibility benefit compared to casual speech, with Lombard being
more effective in lower SNR and clear speech in higher SNR SSN conditions. However, the intelligi-
bility gain of clear speech on different populations and on a variety of difficult conditions motivated us
to propose modifications based on the spectral characteristics of clear speech, namely the Mix-filtering
method. The Mix-filtering approach proposed in this work has multiple benefits on (1) intelligibil-
ity tested in SSN and reverberant environments combined with time-scaling modifications for native
and non-native listeners (as well as for hearing-impaired but this is a suggestion and cannot be proven
statistically) (2) quality, keeping the quality of original speech unaffected compared to SSDRC (3) com-
plexity, since it is speaker and speech independent and does not require frame-by-frame analysis and

voice-unvoiced discrimination.

proposes a novel method for enhancing speech intelligibility by increasing the modulation depth of the
time-varying amplitude components of speech. To the best of our knowledge, there has been no similar
study that addresses directly and effectively the modulation boosting of the temporal envelopes with an
intelligibility impact of more than 30% for native listeners. The proposed modification scheme is based
on a powerful analysis and synthesis Sinusoidal model, the eaQHM. The instantaneous amplitudes are
extracted from eaQHM and are modified using a transforming function that approaches clear speech
characteristics and perceptual attributes. Then, the signal is reconstructed by the eaQHM model using

the modified amplitudes and the unmodified instantaneous frequencies and phases. Intelligibility tests
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from native listeners in SSN of low (-8dB) and mid (-2dB) SNR have shown significant intelligibility

improvement of speech using the proposed method.

This thesis suggests that there is still much room for the intelligibility enhancement of speech, while the

modifications proposed open up several avenues for future work. Specifically,

* The most beneficial modification technique proposed for intelligibility enhancement in noise is based on
modulation boosting of specific frequency regions (quasi-harmonics). The intelligibility impact of this

technique is evaluated on native listeners in SSN. However, this technique may be also beneficial:

— for hearing impaired listeners. The transforming function may compensate for the loss of the non-
linear compression of the basilar membrane (Moore and Glasberg, 2004) on subjects with hearing
loss. Furthermore, using DMod, modulation boosting can be selectively performed on specific
frequency regions (quasi-harmonics) where the listener is not deaf, “saving” energy from spectral

regions non-beneficial to the subject’s hearing.

— for reverberant environments. It has been shown that when speech is presented in reverberation, the
peak of the modulation spectrum shifts to a lower modulation frequency (Houtgast and Steeneken,
1985). Nonetheless, modulation features are more robust against room reverberation than con-
ventional cepstral and dynamic features, motivating previous studies on using modulation filtering
in order to enhance speech intelligibility (Kusumoto et al., 2005). Our proposed modification
performs modulation enhancement and therefore, can be proven advantageous for speech intelli-
gibility in reverberation. The efficiency of DMod can be also evaluated on other types of noise

(competitive speaker, babble noise etc).

* DMod like SSDRC reduces the quality of original speech. It is important, therefore, to focus on the
quality of our modulation enhancement scheme. This can be performed by manipulating the transform-
ing function. The transforming function increases the “noise” on the temporal envelopes. One way to
confront the noisy components is to isolate the low frequency modulations and add them back to the
temporal envelope. Moreover, different transforming functions or combinations of the - value with the

harmonic components are to be explored in the future for a better intelligibility and quality outcome.

» Time-scaling approaches failed to increase the intelligibility of speech in SSN, while in reverberant
environments changing the duration of the signal has been proven advantageous. Considering that time-
scaling transformations change the modulation frequencies of each temporal envelope of the speech
signal, it is worth exploring modulation-based time-scaling techniques for intelligibility enhancement.
This is also suggested by the work of Kusumoto et al. (2005), where the efficiency of the modulation
filtering approach was dependent on the reverberation condition and it is also supported by our study,
by revealing a connection of the time-scaling factor with the reverberation time (also to be proved in

the future with intelligibility evaluations). Therefore, we suggest as a future work, for enhancing the
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intelligibility of speech in reverberation, a simultaneous change of the modulation frequency of the
signal dependent on the reverberation time with a parallel boosting of modulation depth. For SSN
noise, the time-scaling techniques proposed, should be examined in terms of modulation frequencies
and amplitudes and should be compared with that of clear speech to deeply comprehend why these

techniques failed to increase intelligibility.

Our frequency warping method has been proven successful in expanding the vowel space but not in
enhancing intelligibility. Possibly this is attributed to the fact that the generalized curve of warping shifts
derives from the formant analysis on the center of vowels. However, equally important are the beginning
and ending of the vowel, where the co-articulation of consonant and vowel takes place. Exploring
relative differences on the vowel spaces between clear and casual in these transition regions may result

to a beneficial modification scheme for intelligibility.

The transforming function of DMod is motivated by the non-linear compression function in the basilar
membrane. This suggests that for the intelligibility enhancement of speech, modification algorithms

could benefit from recent advances in the field of psychoacoustics.

The results of our study can be expanded to other applications besides intelligibility enhancement. Us-
ing eaQHM we are able to manipulate the temporal envelopes of speech, perform modifications and
re-synthesize speech without imposing artifacts due to the analysis and re-synthesis process. However,
temporal envelopes carry both prosodic and spectral information, important for the perception of speech
in terms of intelligibility and emotions. Exploring the time-varying characteristics of the temporal en-
velopes and the modulation amplitudes and frequencies for each emotional state can introduce a novel

method for emotional-based applications (emotion recognition and modification).
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.1 Publications

Conference Papers, Journals and Workshops

* Maria Koutsogiannaki and Yannis Stylianou. Intelligibility enhancement of casual speech based on clear

speech properties JASA journal, on preparation.

* Maria Koutsogiannakiand Yannis Stylianou: Quasi-Harmonic Amplitude Modulation Enhancement for

Increasing Speech Intelligibility. Submitted on ICASSP 2016.

* Maria Koutsogiannaki, Petko Petkov and Yannis Stylianou: Intelligibility Enhancement of Casual Speech
for Reverberant Environments inspired by Clear Speech Properties. Interspeech 2015 Dresden, Ger-

many.

* Maria Koutsogiannaki and Yannis Stylianou: Simple and Artefact-free Spectral Modifications for En-

hancing the Intelligibility of Casual Speech. In: ICASSP 2014, Frorence, May 2014.

» Elizabeth Godoy, Maria Koutsogiannaki, Yannis Stylianou: Approaching speech intelligibility enhance-
ment with inspiration from Lombard and Clear speaking styles. Journal: Computer Speech and

Language 28(2): 629-647 (2014)

* Elizabeth Godoy, Maria Koutsogiannaki, Yannis Stylianou: Assessing the intelligibility impact of vowel
space expansion via clear speech-inspired frequency warping. In: Interspeech 2013, pp. 1169-1173,

Vancouver Kanada 2013.

» Koutsogiannaki, M., Pettinato, M, Mayo, C, Kandia, V. and Stylianou, Y. (2012). Can modified casual
speech reach the intelligibility of clear speech? In: Interspeech 2012, Portland Oregon, USA, 9-13
September 2012

 Stylianou, Y., Hazan, V., Aubanel, V., Godoy, E., Granlund, S., Huckvale, M., Jokinen, E., Koutsogian-
naki, M., Mowlaee, P., Nicolao, M., Raitio, T., Sfakianaki, A. and Tang, Y. P8-Active Speech Modifica-
tions. Final Project Report. In Proceedings of the 8th International Summer Workshop on Multimodal

Interfaces 2013, pp. 61-82, eNTERFACE ’12
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» Koutsogiannaki, M., Mayo, C, Kandia, V., and Stylianou, Y. (2012). On the detection of the intelligibil-
ity advantage of clear speech vs. casual speech. The listening Talker - An interdisciplinary workshop on

natural and synthetic modification of speech, LISTA Workshop, 2-3 May 2012, Edinburgh.

.2 Acoustic material

In the following url the reader can find acoustic samples of the beneficial modifications proposed in this

work: http://www.csd.uoc.gr/ mkoutsog/sound.php
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