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Abstract

International research and global statistics have shown that 1.5% of children
up to the age of 20 years have reduced auditory ability, 1 in 22 children of school
age have impaired hearing, which means that in nowadays in Europe there are
about one million hearing-impaired children, while in the U.S. 12,000 children born
annually or 33 children a day with hearing loss. In Greece, statistically hard of
hearing children are estimated at about 80,000. These data classify the hearing loss
first among the diseases of newborns. It is often, people with hearing loss to have
problems with their communication skills. Because of the lack of audio feedback
the speech production system is not developed normally. Since deaf people cannot
hear themselves speak, they cannot tune their voices to a more 'correct’ sounding
tone. More generally they cannot control their speech production system (tongue,
teeth etc) properly, because they cannot realize which is the right way to do it. As
a result they speak too loud for the vowels or they are misarticulating consonants.
However, a person who went deaf later on in life, has a better chance of being able
to speak more properly. So, everything is a matter of feedback.

The purpose of this thesis is to introduce a new approach of speech therapy
multimedia tools based on the state of art web technologies and taking into account
the special characteristics of hearing impaired people, in order to help them acquire
better communication skills. This approach is taking advantage of special speech
properties such as intensity, pitch and spectrograms using them as visual feedback,
in order to teach a person with hearing loss how to improve control of his voice.

More specifically we developed a web site platform, where the user can login
and practice with a collection of web-based voice games, through browser in real
time. The technologies which were used for the implementation of our games is
Java, Javascript, HTML5, CSS3 and frameworks like Apache Shiro and Hibernate.
The database which is used is MySQL and XAMPP as web server. Voice is analyzed
and converted to visual feedback. Each game could be played with a logo-therapy
supervisor or even by user himself. Score of each game, is calculated and is sent
to our web server for saving and statistic processing. In the end, user performance
in the passage of time is displayed through graphs in real time. A logo-therapy
supervisor could use these special graphs to spot possible weaknesses and propose
modification of game targets as necessary. Furthermore, the evaluation of our plat-
form is performed by specialists in speech therapy. Finally, comparison between
state of art technologies (HTML5, JavaScript) and older, such as Java, in terms of
flexibility and performance is taking place.



IMTepiAndm

Aedvelc €peuve xaL TOYXOOUIES CTATIOTIXES PETPHOES €youv deilel ot 1,5
% v ToudLdv péyer TNV Aot Tmv 20 ETMV EYOUY PELWUEVT] OXOVCTIXY XAVOTN T
eved 1 og 22 moudd oyolxhc nhwdag €youv mpofifuata axoric. To yeyovog autd
poavep®Vel 6Tl ofjuepa otV Eupdnn umdpyouv mepinou €va exotouulelo moudld Ue
mpoPhiuata axong, eved ot HITA 12.000 toudid yevviodvtor €tnolong ye omdAela
oxonc. 2ty EAAGSo tar Baprixoa moudid umoroyilovton oe mepimou 80.000. Ta
oTolyElol QUTE XUTATAGOOUY TNV OTWAELL 0XONC GTNV TENOTN Véon Yetoll TV oo-
YeveELOY TwV VEoyvov. Elvan cuyvo @avouevo, Tor dTouo Ue AmMAELL 0X0HE VoL £YOUY
TpolAfuaTa OE emXOVWVIOXO ETimedo. Adyw Tng €Mheuhng Tne mymTixAc avatpo-
(POBOTNONG TOU EYXEPIAOU TWV TAUOLWY, TO GOOTNUN ToEUY®OYNS OMAlIG TOUC OEV
oVOTTUOOETOL XOVOVIXE.  AeBoPEVou OTL Tal XW@d dToUa BEV UTOpOLY Vo ax00GOLY
v odthlor Toug, BEV UTOEOVY VA GUVTOVIGOLY TG PWVES TOUC OE €VOL TO KOWOTOY
AY0. LTV TEOYUOTIXOTNTO oBUVITOLY Vo EAEYEOUV ToL OpYaVL TaEAYWYNS AGYOU
(Yhwooo, d6vTa ¥AT.) OwoTY, €NEWY OeV UTOopOUV Vo GUVEIBNTOTOLAOOLY TOLOG
elval 0 0wWOTOC TEOTOC Yiot VoL TO x8vouy. (2¢ €x ToUTOU AOUY TOAD BUVATE Lol To
PoVAEVTA 1) Topdyouy Addog T olugwva. 261000, EVa TPOCWTO TO EYUCE TNV aXOY
Tou o€ PYeyollTtepn nAwda, €xel ueyohltepn miavotnta vo WAHoEL o cwotd. ‘Etot
XAUTOATYOUUE GTO YEVIXOTEQO CUUTERACHA OTL Tor TavTar efvan Yéuo avatpopoddtnong.

O oxondg authic TN OtatePBng elvan vo elodyel Ui VEd TEOCEYYIOT TWV Ep-
yohelwv hoyolepaneiog ue Bdon v Ypnon TOAUUECIXGDY BLAOLXTUUXMDY TEYVOAOYLOY
hofBdvovtog unddT Tor IBLETERA YUPOXTNELO TG TWV ATOUMY UE TEOBAAUTO oXOTC,
OO TE VoL AMOXTACOLY Xoh0TEPES BeELoTNTES emovwviac. H mapoloa ntpocéyyion ol-
toTotel T AXOVGTIXE YUEAXTNEOTXE TOL AdYOU, OTwe TNV €vTaoy), To Lo xou To
OTIEXTROYPOUUATO YPNOHIOTOLOVTOS TA WOE OTTIXT| AVATEOPOOOTNOT), TEOXEWEVOL Vi
OLOGEEL €VOl ATOUO UE ATWAEL UXONC TG VOL BEATUOCEL TOV EAEYYO TNS PWVAC TOU.

ITio cuyxexpEva €YOoupE aVITTUEEL XATIAANAO BLABLXTUOXS YDEO, OTIOL O YEHC TN
umopel vor cuvdelel xou va e€aoxnidel pe T cUAOYY and BradeTuaxd Towy VLol TOL
Ahoyou. Ou teyvohoyieg mou yenowonojdnxoy ylo TNV UAOTOMGT) TwV Tty VIOV eival
n Java, Javascript, HTML5, CSS3 o frameworks 6nwe to Apache Shiro xou to Hi-
bernate. H Bdor 6edopévmy nou yenoworotiinxe ctvor 1 MySQL xon ¢¢ Stodixtuandg
eumneetntic 0 XAMPP. To mouyvidior owtd exteholvTon UEGH TOU TEOYEAUUATOS
PUALOPETENTY) Xt AAANAETIOEOUY UE TOV YENO TN AVOADOVTOS [lal EEXWEIOTH WBLOTNTA
NS QWVAC Tou oE TpaypaTxd yeovo. Kdlde mouyvidt Yo urnopoloe va exteheotel
UTO TNV ENOTTElN Qg Opddag AoYoUepameutay 1 oaxdua xou amd To YeNoTr TOV
(8o and omoladnrote Tonovestio. O faduoroyieg xdde mouyvidol, vtoloyiloval xou
amOG TEANOVTAL GTO BLaBIXTUOXO EEUTNEETNTY HOC Vi VoL AmoUNXeEUTOUY o VoL eTegep-
YOO TOUV OTATICTIXE. 2T CUVEYELY, 1) ATOB00T TV YENC TV GTO TEQUGU TOU YPOVOU
epQavi{eTon o€ TEAYHATIXG YEOVO UEow Yeupnudtwy. Ot endnte hoyoldepancutée, Ya
UTOPOUGOY VO YENOWOTOLACOUV UTE ToL EWBIXE YRAUPHUOTA VLol VoL EVToTicouv Tdavég
ABUVOPLES XAl VAL TPOTIOTIOLACOUY TOUG GTOYOUS TOU ToY VIOLOU XATUAAAANGS UE ATWTEQO
o ThY0 TNV oxoua eyoliTeen Bektiwon tou yenotn. Axdun 1 GUAAOYT TeV Ty VLOLOY
HOC TpoLCIAoTNXE ol o&lohoYiUNXE amd EUTELPOUC YPEHOTESC AVTIGTOLYOU AOYLO-
wxol (hoyodepameutéc). Téhog, mporypuatonololue GUYXELON TWY TEYVOAOYUMOY oy UAC
(HTML5, JavaScript) ot onolec yenowonomidnxoay xatd tn Sidpxeta tne avdntuing
OUOWWY T VIBLWY TNG TopoLoag EpYAolog xol TUALOTERWY, OTws 1) Java, dcov apopd
v eveh&iot TOUG XoL TNV ATOB0CT) TOUSC GTNY TAPOLUGA YEOVIXY| GTLYUT.
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H SwtpBr auth amotehel 10 tTeAind 6Tdd0 TG mpoomdielag 600 TERITOU ETCMV
YIOL TNV OIOXTNOY TOU PETATTUY X0 Bimhwuatog edixeuone otny Emotiun Trolo-
YIOTOV X0l TO XOUTAC TIAXAYUO TNG EUTELRLUS TOU AMEXTNON XATA TNV OLIPXEL TG CUVER-
yootog pou and Ty goitnon wou oo Tuhus Eniothung Trohoylotody Tou tavemio tnulou
Keftne.

Oo Hieha va evyaplotiow VYepud Tov emBAEnovTa TN epyaoioc pou, xadnynth
Iwdvvn LtuAiovol, yio THY EUTOTOCUVN Xt TO EVOLIPEEOY Tou You €6eile. Axduo
gLy PO T Vepud v dddxtopa Koutooyiavvdxn Mapia, tov diddxtopa Kogevtly
[dpyo, Ty Bddxtopa epeuvhteio Avva Egoniovixn xodode xow To Aoyolepaneuty
Nixo Beviépn vy tnv moAdTiun cudBoAr} Toug 6TV OAOXATEWOT TNG EPYACIAS OV,
O mpotdoeig xan cuyPouiéc toug umheav xadoptoTixés. Téhog, VYo Rieha va eu-
YUPLOTACK TNY OWOYEVELY WOV TIOU PE GTepNoEls, otneilel Ti¢ mpooTndieléc pou xotd
1) OLIEXELL TWY CTIOUBGY OV,
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Chapter 1

Introduction

1.1 Motivation

By default the term ’deaf’ person refers to someone with a hearing loss. In
addition to hearing loss, people with hearing loss face a whole series of second level
issues such as: language choice, communication mode, self-perception and identity.

We could say that deafness and hearing loss are associated with the volume
(intensity) of sound that an individual receives, and also to the pitch (frequency) of
sound. Some individuals have particular problems with hearing high or low-pitched
sounds. These patients have difficulty in hearing high-pitched or low-pitched voices
and have implications for teaching and learning situations. These implications can
not be faced using a hearing aid. Hearing aids usage is to increase the volume of
sound but cannot compensate for loss of frequency.

There are many causes of deafness. Some people are born deaf due to a
hereditary condition, or had congenital problems such as those associated with
rubella [1, Rubella]. Also hearing loss could happen as a result of injury, illness or
exposure to excessive noise. The type of deafness or hearing loss, and the time in
life that it is developed, affects person’s communication ability. Most deaf and hard
of hearing people use a combination of communication methods (sign language, lip
reading etc).

It is often people with hearing loss to have problems with their communication
skills. Because of the lack of audio feedback the speech production system it is not
developed normally. Since deaf people cannot hear themselves speak, they cannot
tune their voices to a more ’correct’ sounding tone. More generally they cannot
control their speech production system (tongue, teeth etc) properly, because they
cannot realize which is the right way to do it. As a result they speak too loud for
the vowels or they are misarticulating consonants. However, a person who went
deaf later on in life after an accident or something, has a better chance of being
able to speak more properly. So, everything is a matter of feedback.

Many speech therapy multimedia tools have been developed to help people
with hearing loss to acquire better communication skills with the rest of the people.
Most of them are taking advantage of special characteristics of the sound and are
using multimodal information as feedback, in order to teach a person with hearing
loss the proper way of pronunciation. The type of multi-modal feedback could
be a combination of all senses. Some examples of feedback are audio and visual
feedback, tactile feedback, synthetic face, visualized acoustic properties, automatic
feedback etc [2, Klara Vicsi|.



1.2 Contribution

The purpose of this thesis is to develop a web site platform, where the user
can login and practice with a collection of web-based voice games, through browser
in real time. To that purpose three different technologies are used. In our web-
based platform voice is analyzed and converted to visual feedback. Each game
could be played with a logo-therapy supervisor or even by user himself. Score of
each game, is calculated and is sent to our web server for saving and statistic pro-
cessing. In the end, user performance in the passage of time is displayed through
graphs in real time. Logo-therapy supervisors, could use these special graphs to
spot possible weaknesses and modify game targets as necessary. Furthermore, an
evaluation of our game collection is presented. The evaluation includes a question-
naire filled by a specialist in logo-therapy. Finally, comparison between state of art
technologies (HTML5, JavaScript) and older, such as Java, in terms of flexibility
and performance is taking place.

Bibliography research (second chapter) reveals that there is no other online
real time speech therapy software tool. Every other tools are standalone commercial
applications. The system that we developed is powered up from web service’s
benefits. It is available in every time at any place. Also it has no requirements of
installation. Finally, unlike existing speech therapy software tools, has no payment
requirements and it is available for use by anyone who has registered in our platform
free of charge.

1.3 Structure of thesis

In the first chapter, we are describing the nature of hearing loss and how hard
of hearing people experience this situation. This study is essential in order to un-
derstand the importance of feedback in voice training and the type of feedback that
helps people with hearing loss. In the second chapter, a bibliography research has
been done in order to give more detailed description of deafness and how deaf peo-
ple hear. Furthermore, basic speech therapy techniques along with speech therapy
software tools which are taking advantage of several types of feedback are being
presented. In the third chapter, we are presenting our implementation approach
and we are giving a brief description for each cooperating part of our proposed
system. In the fourth chapter, analysis implementation is being presented. More
specifically we are using UML diagrams to describe our system. In the fifth chapter,
evaluation of our system is being presented. We evaluate our system with special
questionnaires which were filled up by experienced speech therapists. In the sixth
chapter we compare our system with other commercial tools. Finally in the seventh
chapter possible extensions and future work of our system are presented.



Chapter 2

Bibliography research - how deaf
people hear?

2.1 Classification of hearing loss

In this point it is important to classify the types of hearing loss. Also it is
important to give some definitions of basic terms that are used in this field of
science. More specifically,

e Deaf/Deafness refers to an individual who has a profound hearing loss and
makes use of sign language.

e Hard of hearing refers to an individual with a hearing loss who relies on
residual hearing and combines speaking with lip-reading.

e Hearing impaired term describes any deviation from normal hearing, perma-
nent or transient whose levels range from from mild hearing loss to profound
deafness.

e Residual hearing refers to the percentage of hearing remaining after hearing
loss.

The level of severity of hearing loss, is defined as follows [3, Rafi Shemesh] :

Range (HL: Hearing Loss) Categorization
-10 to 15 dB Normal Hearing

16-25 dB Slight Hearing Loss
26-40 dB Mild Hearing Loss
41-55 dB Moderate Hearing Loss
56-70 dB Moderate-Severe Hearing Loss
71-90 dB Severe Hearing Loss
>90 dB Profound Hearing Loss

Table 2.1: Levels of Hearing Loss

Furthermore we can classify people with hearing loss in the following cate-
gories:

e The age at which a person loses his hearing has a very large impact on the
individual. The earlier a child is diagnosed the better off the child will be.
It is desirable that the diagnosis of hearing loss in children to take place
at birth. Necessary precautions can be taken earlier if they are diagnosed
early enough. However, it is common hearing loss occurs up to a year before
diagnosis. In "Educating the deaf: Psychology, Principles, and Practices,
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Moores" [4, Moores| tells us that every day that goes by that the child is
not diagnosed is a day lost. Language development cannot begin until the
child has the means to communicate. If a child can not hear, and not able to
obtain a hearing aid, then the child will experience serious problems in the
development of communication skills.

Language development depends highly on early identification of the
hearing loss and is extremely important for the development of an individual.
If the child has the capability to obtain hearing aids then sooner a child is
fitted for the hearing aid, the sooner that child has access to sound. It is
obvious that the earlier a child is diagnosed for hearing loss, the earlier the
child can begin to learn.

Children who are hard of hearing have been not identified until the
school years. Additionally, children who are hard of hearing are sometimes
considered to be thought of as self-opinionated or obstinate. Usually, par-
ents say that these kids have "selective hearing" or that they don’t pay too
much attention. They may perform poorly in school or decide that they
"don’t like" school [5, Marschark]. Ranking of hearing loss can be done in
several ways. Pre-Lingual or Post-Lingual is one of them (Table:2.2).
Pre-Lingual symbolizes that hearing loss occurred before language acquisi-
tion, typically that is before the age of 2 years. Post-Lingual symbolizes that
hearing loss occurred after language acquisition.

Pre-Lingual hearing loss Post-Lingual hearing loss
Time of hearing loss < 2 years | Time of hearing loss >= 2 years

Table 2.2: Prelingual and post-lingual hearing loss

There is an enormous difference in language skills of pre-lingual and
post-lingual children with hearing losses. Children who have already acquired
language before the onset of hearing loss have a much easier time learning
than children who have not acquired language. The implications of both
types of hearing losses are many.

It is most likely for a child with pre-lingual hearing loss to have a hard
time learning language. Also academic achievement may be lower and social
interaction may also be difficult. On the other hand, children with post-
lingual hearing loss will probably be able to preserve most of the language
learned. They socialize more easily and they have higher academic achieve-
ments, especially in reading. Another term for post-lingual hearing loss is
also adventitious hearing loss.

Finally, presbycusis is the loss of hearing associated with increasing age.
Hearing loss is ranked as the third most prevalent chronic disorder after hy-
pertension and arthritis. Its prevalence and severity increase with age, rising
from about 30-35 percent of adults aged 65 and older to an estimated 40-50
percent of adults aged 75 and older [6, Cruickshanks KJ|. For presbycusis
the hearing loss is greater for high-pitched sounds and lower for low-pitched.
For example, it may be difficult for someone to hear the sound of breaking
glass, and it is most difficult to understand speech in a noisy background.
However, the same person may be able to clearly hear the low-pitched sound
of a basso. Presbycusis usually occurs equally in both ears. Finally because
of the slow rate of development of presbycusis it is common for people who
suffer from it not to realize it.

The place where the loss occurs. Hearing loss can be conductive, sensorineu-
ral, or mixed. Conductive hearing losses are more easily treated by hearing
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aids. Sensorineural hearing losses cannot be helped by amplification mea-
sures. Mixed hearing losses are both conductive and sensorineural hearing
losses. Usually in this case hearing aids will treat only the conductive part
of the hearing loss (Table:2.3).

Name Description

Conductive Characterized by an obstruction in the transmission

of the audio signal through the external auditory canal
and/or the middle ear. All frequencies are decreased equally
Sensorineural | Characterized by the malfunction of the sensory receptors .
of the inner ear. Sensorineural deafness is a lack of sound
perception caused by a defect in the cochlea and/or the
auditory division of the vestibulocochlear nerve.

Mixed Mixed hearing loss consists of both conductive
and sensory dysfunction

Table 2.3: Types of hearing loss

If the cause of hearing loss is hereditary, then the parents are prepared
for the possibility that children can develop problems with their hearing. In
this case, the parents have more time to make appropriate movements to
deal with the situation more successfully. On the other hand, if the parents
are unprepared for the possibility of hearing loss it is most likely to lose
valuable time to take the necessary steps and make the diagnosis of hearing
loss. Parents who are aware of the signs of hearing loss are more likely to
examine their children for hearing loss, while the parents who do not know is
likely to confuse hearing loss with other problems such as learning disabilities
or behavioral disorders [4, Moores|.

2.2 Learning language techniques

In this section we are going to present the basic techniques of language learning
that are widely used in deaf community. Lip reading technique, sign language,
speech therapy exercises, special devices such as cochlear implants and speech
buddies tools are representative techniques of language learning. Especially lip
reading, sign language and cochlear implants are very common to deaf people and
they are used in daily base depending of the level of their hearing loss. A brief
description of each technique is provided.

2.2.1 Lip reading

Lip reading (or speech reading) is a technique of interpretation of lip move-
ments, facial expressions, tongue and residual hearing in order for a person to
understand speech, when there is no normal sound available. Lip reading also is
relied on information provided by the context and knowledge of the language. Al-
though lip reading is used primarily by deaf people, sometimes is used by people
with normal hearing.

In everyday life, people subconsciously use lip reading to understand better
the acoustic information and some speakers are able to read speech to some extent.
This is explained because each phoneme corresponds to a specific facial expression
and mouth, so someone can extract what phoneme has been spoken based only
visual signs, even if the sound is insufficient or distorted.

Lip reading is limited because many phonemes share the same viseme and thus
is impossible to identify only from visual signs. More specifically, for sounds whose
place of articulation is deep inside the mouth or throat are not detectable, such
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as glottal consonants and most gestures of the tongue. Also, voiced and unvoiced
pairs look identical, such as [p] and [b], [k] and [g], [t| and [d], [f] and |v], and [s] and
[#] [7, Lip reading] likewise for nasalization (e.g. [m] vs. [b]). It has been estimated
that only 30% to 40% of sounds in the English language are distinguishable from
sight alone. Thus, for example, the phrase "where there’s life, there’s hope" looks
identical to "where’s the lavender soap" in most English dialects.

As a result, a lip reader depends on cues from the environment, from the
context of the communication, and knowledge of the topic of a conversation. For
example common phrases such as greetings are much easier to read. However there
are difficult scenarios where speech reading is quite difficult.

These scenarios include:

e Lack of clear picture of the speaker’s lips. This includes:

obstructions such as moustaches or hands in front of the mouth

— the speaker’s head turned aside or away

dark environment

— bright back-lighting source such as a window behind the speaker, dark-
ening the face.

e Group discussions, especially when multiple people are talking in quick suc-
cession. The challenge here is to know where to look.

2.2.2 Use of lip reading by deaf people

Lip readers who have grown up deaf may never have heard the spoken lan-
guage, which makes speech reading much more difficult. Also in order to learn the
individual visemes they have to receive special education where basic educational
procedure is conducted by conscious training. As a result, lip reading takes a lot of
effort, and can be extremely tiring. For these and other reasons, many deaf people
avoid to use lip reading in order to communicate with non-signers. They prefer to
use other ways, such as mime and gesture, writing, and sign language interpreters.

To quote from Dorothy Clegg’s 1953 book The Listening Eye [8, Dorothy
Clegg|, "When you are deaf you live inside a well-corked glass bottle. You see the
entrancing outside world, but it does not reach you. After learning to lip read, you
are still inside the bottle, but the cork has come out and the outside world slowly
but surely comes in to you." This view that lip reading, though difficult, can be
successful is relatively controversial within the deaf world.

It is a common practice to combine lip reading with movements of the hands in
order to represent invisible details of speech. Using cued speech has the advantage
of helping speaker to develop lip-reading skills that may be useful even when there
are no other cues, i.e., in communication with non-deaf, non-hard of hearing people
[7, Lip reading].

2.2.3 Sign language

Sign language is a kind of language which, in order to convey communication
information, instead of using the traditional sound patterns and words is using
body language and gestures. This may include simultaneously formation shapes
with hands, facial expressions or body orientation in order to express a speaker’s
thoughts. In the other hand spoken language ("oral languages") depend primarily
on sound. Sign languages and spoken languages have many features in common and
that is why linguists consider the two languages to be natural languages, although
they have significant differences.



Development of sign language exist where there are deaf people. People who
can hear but cannot speak normally also use sign language. Sign languages are
governed by the rules of grammar as well as natural languages. Moreover , they
exhibit linguistic idioms like spoken languages. Around the world there are hun-
dreds of sign languages used by communities of deaf people. Some of them are
officially recognized by the state and others are not. A common misunderstand-
ing is that sign languages are the same all over the world or that sign language
is international. However, although there may be common features between sign
languages, each country has its own native sign language.

Australian researchers have conducted investigations who reveal that both
children with hearing impairment and children with normal hearing will learn sign
languages if their parents use sign language, in the same way as other children
learn spoken languages.

Researchers from the United States in the 1970’s began to investigate the
specific characteristics of sign language in learning in order to compare learning
of spoken languages and learning of sign language. For example, many signs in
sign languages are iconic. Symbols of sign language look like the meaning of the
symbol. For example, in the symbol HOUSE, hands forms the shape of a roof and
walls. This differentiates the sign languages of the spoken sounds where usually
words have no relation to their meaning. One challenge for the researchers was to
find out if the use of iconic signs made learning of sign language easier for children
than learning spoken languages.

"From the age of approximately six months, children learning sign language
begin to "babble" on their hands, making sign-like actions in imitation of the signed
language they see around them".

Research has shown that children who learn sign language experience, the
same stages of language development as children who learn spoken language. Learn-
ing sign language begins at birth and continues in their childhood.

Children who learn sign language from the age of six months are starting
to "babble" with their hands mimicking the signs of sign language they see in
their environment. In the first year of their life, they produce the first sign just like
children learning spoken languages are saying their first word. [9, Adam Schembri].

With the passage of time the children are adding more and more signs in their
vocabulary. Signs such as FATHER, MOTHER, DOG, GOODBYE etc. are typical
for children of this age. Also, they make the same mistakes in sign production with
incorrect gestures or movements like children who are learning spoken languages
and are unable at first to pronounce all the sounds properly.

Shortly before the age of two years, children are starting to combine the signs
creating proposals as Milk WANT FIND THE BALL. The vocabulary of children
is growing rapidly and gradually they are capable to form larger and complex sen-
tences.At the age of 2 and 2.5 years old, they learn to form negative sentences, ask
questions. At about 5 years old, they already have acquired the largest part of the
grammar and syntax of their vocabulary. After that, new vocabulary acquisition,
continues always throughout life.

In the case of children who can hear and come from families where one parent
is deaf and another speaks, they learn spoken language and sign language together.
At early ages they do not show any preference between sign language and spoken
language. This shows that for young children the language is treated the same way
regardless of whether it is spoken language or signed language.

2.2.4 Simple techniques - Combination of senses

In this section we refer to simple techniques which are useful for teaching
a person with hearing loss and several ways to control his organs of speech when
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applying speech therapy. The information which is displayed is acquired by visiting
several forums and web sites [10, 11, 12] where deaf community is exchanging
opinions, common problems and several issues from their lives. The speech therapy
techniques mentioned on this thesis are not fully analyzed but only a first approach
is presented in order to understand the psychology of an individual with hearing
problems and refer to possible solutions for their problem.

In speech therapy the biggest problem of articulation is the placement of the
tongue in the oral cavity. The problem becomes more intense in the case of children
with special needs and children with a cleft of the lip or palate. It is extremely
difficult to teach the movements of the tongue in order to produce the desired
sounds. More specifically, for the parents is extremely difficult to understand the
correct tongue position required to produce various sounds. The solution to this
problem is the continuous practice at home, performing exercises in order to learn
correct placement of tongue.

Speech is a process that takes place subconsciously without counting each step
separately in order to talk. It is an automatic action who someone have performed
millions of times in his life without thought. But, what happens if you are a child?
Children barely understand that your tongue moves at all in order to produce
sound. Additionally, an adult is trying to change placement of your tongue and
complete successfully a series of difficult exercises while you are just trying to get
your apple juice! Under these circumstances it is reasonable for the children to
grumble during learning language process. Here are a some easy tongue placement
exercises:

1. If "La" sound is the problem, look at your child’s mouth. Now look at your
own and try to figure out how it is produced. The sound "la" is produced
when pushing the tongue out in a way that can collide with the top lip.
Placing of some chocolate on the top lip could help. As the child tries to
reach the chocolate, this effort would enhance the desired movement of the
tongue and production of the desired sound.

2. If the "S" sound is the problem, similar actions have to take place.At first
try to produce "S" sound by yourself. In order to create the "S" sound, you
have to push air out past your tongue with your teeth together while you
are pulling the corners of your mouth back. Try to teach the child to do
the same. A nice way to teach this it is "overacting" a sound. Using funny
faces during the process could convert tongue placement exercises to fun, not
punishment.

3. If the "T" sound is the problem similar actions will help you. The sound "t"
is produced when you trap air between the edge of your tongue and the back
of your top front teeth. When the air is released quickly, then "t" sound is
produced. What will your child have to do in this case? One good way is
to get a child to push it’s tongue up behind the teeth and hold it there is to
place the straw coming out of a milk shake right behind the teeth. One sip,
one practice sound. Some other sounds like "D" are produced the same way
("D" is produced from behind the front teeth, as does the "th" sound).

4. "Rrrrr" is a another common articulation problem for children. In order to
create the "r" sound, your tongue is held up without touching the palate
permanently. There are several ways to fix this problem. An easy one is to
allow the child to "growl" and then growl into a word.

In the same philosophy with the above exercises some special speech tools are
being developed called Speech Buddies. The purpose of these tools is to teach a
child the right position of the tongue in it’s mouth in order to provide very specific
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tactile cues. One of these tools called the 'R speech Buddy’ tool allows the child
to feel exactly what he needs to do with his tongue in order to produce a correct
/r/ sound. Children are very good tactile learners, especially in primary school.
The R Speech Buddy helps to unlock a sense of feeling in order for the children
to learn the correct tongue movement. The way it works is actually simple. Two
simple steps are involved, placement and movement. For every difficult sound to
pronounce different tools have been developed (R, S, CH, SH, and L sounds).

Furthermore, many speech therapists in order to teach a child the proper way
for sound production they touch their throats while they are producing a sound
and teach the child how to do the same. In this way they are feeling the vibration of
the vocal chords and are learning to control more their voices. Especially for vowel
phonation, other techniques related to aspiration sounds involve the placement in
front of their mouth of their hands in order to feel the air that is getting in or out
from it. This technique usually helps someone to pronounce consonants.

Finally the help of technology exists in this area too. Someone could try to
make the ears work by using hearing aids or cochlear implants. Hearing aids make
sound louder so that they fall into the sounds that the child may hear. In most
cases, this is not enough to make distinctions within a spoken language, because
the sound will be distorted and corrupted despite the use of very powerful hearing
aids.

Cochlear implants are very advanced hearing aids that are placed into the
inner ear, and replace the functionality of the ear. There are significant differences
between the signal that is generated by an implant and a natural sound. Sound may
be distorted and it is quite difficult to distinguish between other sounds. People
who had an experience in listening (people who had hearing loss as adolescents or
adults) may benefit from them and learn how to distinguish these sounds, but for
children who lost their hearing in early age it is very difficult to learn and can take
years of intensive training.

As a general outcome of the above analysis every sense is used to achieve
a better sound production. All senses vision, audio, tactile, taste, olfaction are
combined together to provide the patient with multimodal information. This kind
of information is capable to teach the right way for placing and moving the tongue
inside the child’s mouth. Also, it could teach the right level of intensity of several
vowels in order to avoid speaking too loud or too quiet. The same guidelines of
speech therapy could be used for developing speech therapy software tools. Audio-
visual feedback could be more easy managed, processed, and finally presented in a
computer’s screen. In the next sections we present a list of software tools that are
developed to serve as speech therapy tools.

2.3 Related Work & Examples of Speech Therapy Soft-
ware Multimedia Tools

In this section we are reviewing research [13, Maxine Eskenazi| in many areas
of spoken language technology for education and especially for language learning
for people with hearing loss. The main population target is consisting of children
with post-lingual hearing loss.

The field is highly multidisciplinary. Computer science, statistics, signal pro-
cessing, second language acquisition, cognitive science and linguistics are combined
together for better results. Several names have been used for this field, such as
Computer-Assisted Language Learning (CALL) and Computer-Assisted Language
Technologies (CALT)(for the purpose of this work we will use the term that has
been employed to describe work in Spoken Language Technology for Education,
SLATE). We will review results by researchers using spoken language technology
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for education. More specifically, researchers develop education applications using
ASP (automatic speech processing), sometimes using natural language processing
and/or spoken dialogue processing where the processing techniques are created or
modified for this application. As previous bibliography research refers, "many of
the techniques used in non-native pronunciation detection could be used for handi-
capped speech as well" [13, Maxine Eskenazi|. As a result of it we also are including
in our report, multimedia tools which are used for second language learning tool.
A brief description of each tool’s functionality is provided. Before this description
we focus to the types of feedback which are used in the majority of the tools.

2.3.1 Visual auditory feedback based on acoustic properties of
speech

The goal of the computer assisted speech training systems is to provide suf-
ficient auditory and visual feedback to the user in order to indicate corrective
directions to pronunciation. Several training methods exists, which differ from
each other mainly in the type of feedback [2, Klara Vicsi|. In the following (Table:
2.4) we can see speech properties which are used in many software applications as
metrics in comparative process [14, Overview of SpeechViewer III]|. Also a further
explanation is provided.

Speech properties
Pitch or fundamental frequency

Speech waveforms
Prosody
Speech rate

Spectrogramms

Phoneme pronunciation

Articulation and coarticulation

Table 2.4: Frequently used speech properties

2.3.1.1 Pitch or fundamental frequency

Speech signal is characterized by voiced, unvoiced and silence regions [15,
Sakshat Virtual Labs|. Voiced speech is produced because of the near periodic
vibration of vocal folds. On the other hand, the random like vibration produces
unvoiced speech. For silence region there is no vibration. In English and Greek lan-
guage the biggest part of speech signals are voiced and include vowels, semivowels
and other voiced components. Voiced regions of speech signals are similar to near
periodic signal in the time domain representation. For the voiced speech segments
we could assume to be periodic for speech processing purposes. This periodicity of
voiced regions defines "pitch period T0" in the time domain and "Pitch frequency"
or Fundamental Frequency "F0" in the frequency domain. Pitch is an impor-
tant property of voiced speech. It contains personalized information depending on
speaker. It is also essential for speech coding.

2.3.1.2 Speech waveforms

Waveforms are often used for speech visualization as in Figure 2.1. Speech
waveforms are not very useful as they are difficult to be understood by students,
however Bernstein and Christian [16, Bernstein J and Christian B| wrote in their
paper that experiments have shown in such cases a visual display of the talker
not only improves the word identification accuracy, but also the speech rhythm
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and timing [17, Markham D and Nagano Madesen Y]. Today many commercial
pronunciation tools offer this type of visual feedback.

A waveform is a two dimensional representation of a sound. The two dimen-
sions in a waveform display are time and intensity. Vertical dimension is intensity
and the horizontal dimension is time. Waveforms are also known as time domain
representations of sound because they represent changes in intensity over time. Ac-
tually the intensity dimension is a display of sound pressure. Sound pressure is a
calculation of small variations in air pressure which are perceivable as sound. Peo-
ple will hear louder sound with greater variations in sound pressure.[18, Waveform
definition].

There are two types of speech sound source:

1. periodic vibration of the vocal folds resulting in voiced speech

2. aperiodic sound produced by turbulence at some constriction in the vocal
tract resulting in voiceless speech.

The first type is being displayed in a waveform like a near periodic signal for
voiced parts of speech signal, while second type is being displayed like noise.

LEIEITLLEE

Figure 2.1: Wave form display in the IBM Speech Viewer

2.3.1.3 Prosody

Prosody in etymology, is the rhythm, stress, and intonation of speech. Prosody
may reflect different characteristics of the speaker or the expression: the emotions
of the speaker; the type of the utterance (explanation, question, or order); or
different components of dialect that may not be encoded by punctuation or choice
of vocabulary such as irony or sarcasm.

Regarding acoustics, the prosody includes variety in syllable length, loudness
and pitch. In sign language communications, prosody includes the rhythm, length,
and pressure of signals, alongside mouthing and facial expressions. Prosody is
ordinarily non attendant in writing, which can sporadically lead reader to misun-
derstanding. Orthographic techniques to check or substitute for prosody incor-
porate accentuation (commas, exclamation marks, question marks, scare quotes,
and ellipses), and typographic styling for emphasis (italic, strong, and underlined
content). Children with hearing loss face prosody issues, because it is difficult for
them to learn how to use speech rate properly or to ask a question (increase of
pitch at the end of a sentence) [19, Prosody].

2.3.1.4 Speech rate

Speech rate is characterized as the rate at which a speaker executes the articu-
latory movements needed for speech. Researchers and clinicians have recommended
that it is an important variable to measure during a diagnosis and to change when
treating people who stammer. It has likewise been depicted as a component that
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may help the onset, improvement, and support of stammering for some kids[20,
Mark W Pellowski|.

2.3.1.5 Spectrograms

A spectrogram, or sonogram, is a visual representation of the range of fre-
quencies in a sound. Spectrograms also are called spectral waterfalls, voiceprints,
or voicegrams. Spectrogram plots selected input signal’s amplitude as a function of
frequency and time in excellent shade. Spectrograms could be utilized to recognize
spoken words phonetically as each phonem has a specific spectrogram print. They
are utilized broadly in the research field of music, sonar, radar, speech processing,
seismology etc. Figures 2.2, 2.3 underneath demonstrate spectrogram, where fre-
quencies are on the vertical axis and time on the horizontal axis [21, Spectrograml].

_—

Figure 2.2: Typical spectrogram of the spoken words "nineteenth century".

In Figure 2.2 the lower frequencies are more dense because it is a male
voice.You can see that the color intensity increases with the density.

Figure 2.3: Spectrogram of the actual recording violin playing.

In Figure 2.3 you can note the harmonics occurring at integer multiples of
the fundamental frequency.

2.3.1.6 Phoneme pronunciation

The term linguistics is the set of spoken sounds in any given language that
serve to recognize a single word from an alternate. A phoneme may comprise of a
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few phonetically different articulations, which are viewed as identical by listener-
s/speakers, since one articulation may be substituted for an alternate without any
change of importance. Accordingly /p/ and/b/ are discrete phonemes in English
because they differentiate such words as "pet" and "bet", while the light and dark
/1/ sounds in "little" are not separate phonemes since they may be transposed
without changing meaning. [22, David J Ertmer].

2.3.1.7 Articulation and co-articulation

By definition, articulation is the demonstration of vocal articulation. In sim-
ple words how we pronounce a speech sound. Despite the fact that articulation
may appear easy and is not something that we do on purpose, in reality it is a
complex procedure where we utilize the structures and muscles within our mouths
to make specific movements that create particular sounds or a combo of sounds.
The structures that we use to articulate, are called articulators and include: lips,
teeth, tongue, top of the mouth, jaw, and lungs.

Co-articulation exists when a conceptually isolated speech sound is affected
by a preceding or a following speech sound. There are two kinds of co-articulation:
anticipatory co-articulation, when a characteristic of a speech sound is expected
due to the creation of a preceding speech sound; and preservative co-articulation,
when the impacts of a sound are seen due to the sound that follows.

Co-articulation in phonetics refers to two different phenomena. Firstly, stands
for the assimilation of the place of articulation of one speech sound to that of an
adjacent speech sound. For example, while the sound /n/ of English normally
has an alveolar place of articulation, in the word {tenth} it is pronounced with a
dental place of articulation because the following sound, /6/, is {dental}. Secondly
co-articulation refers to, the production of a co-articulated consonant, that is, a
consonant with two simultaneous places of articulation. An example of such a sound
is the voiceless labial-velar plosive /kp/ found in many West African languages. The
term co-articulation may also refer to the transition from one articulatory gesture
to another.

In next Figure 2.4 we demonstrate how energy of each formant is changing
over time though spectrograms of the words bed, dead, and the nonword [geg] spoken
by an American English speaker. White lines display second and third formant.
As we can notice energy is influenced because of the presence of consonants in each
word. At the beginning of the word bed, the second and third formants have a lower
frequency than they do at the beginning of the word dead.The second formant is
noticeably rising for the initial [b] from a comparatively low locus. In the word
dead, the second formant is fairly steady at the beginning and the third formant
drops a little. In [geg]|, the second and third formants come close to each other at
the margins of the vowel, where the [g] consonants have the most influence over
the formant frequencies [23, A Course in Phonetics].
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Figure 2.4: Spectrograms of the words bed, dead, and the nonword [geg)].
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2.3.1.8 Data visualization

Visualized data might be graphs of the above parameters. The efficacy of a
system relies on the acoustic processing methods. The acoustical parameters used,
and on the algorithm of the visualization. The visualized sound parameters - the
sound pictures - must be fascinating and phonetically correct, giving feedback on
whether the real articulation is correct or not and why.

Experiences on the depictions with spectral data propose their potential use
as pronunciation feedback. It is critical to underline that the results depend first
on the understanding of the parameters, secondly on the technique for visual pre-
sentation and thirdly on the directions on the most proficient method to translate
the depictions. For instance, the spectrum interpretation by the IBM "Discourse
Viewer" of the /u/ sound in Figure 2.5 is dry and hardly understandable for young
children, but the other type of its visualization, presented in Figure 2.7, is clear
and more suitable for small ages: an apple falling off a tree, when the pronunciation
is correct[2, Klara Vicsi].
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Figure 2.5: Spectrum interpretation U sound

Figure 2.6: Incorrectly pronounced U sound

Others have tried different things with utilizing a real-time spectrogram de-
piction of speech to give articulation feedback [22, David J Ertmer|. Generally they
use comparative algorithms, but these pictures are too complicated for 5-year-old
children.

2.3.2 Types of feedback
2.3.2.1 Audio and visual feedback

The scientists in KTH (Royal Institute of Technology, in Stockholm) created

a speech intelligibility test to look at the part of visual data in speech intelligibility
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Figure 2.7: Correctly pronounced U sound

- specifically, body gestures and lip reading. Noisy synthetic and natural speech
sound was supplemented by an visible face and the intelligibility of the speech was
tested.
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Figure 2.8: Combining speech reading, body gesture and synthesized face

The results obtained are displayed in Figure 2.8. It is obvious that the results
show the improvement of intelligibility, when visual information is also present to
the subjects [2, Klara Vicsi].

2.3.2.2 Synthetic Face

A visual representation of the trainees’ articulator is an immediate and helpful
technique. These are the process-oriented systems [2, Klara Vicsi|. The animated
artificial agents, for example, model visual gestures in speech, utilizing a para-
metrically controlled visual speech synthesis based on a 3D polygonal model of a
face.

In IDTAP (Dalle Molle Institute for Perceptual Artificial Intelligence), a speech
reading system spots and tracks the lips of a speaker over a picture sequence to
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concentrate visual speech data. The extracted characteristics portray the state of
the lips and the intensity of the mouth area as suggested in Figure 2.9. The principle
modes of intensity variety principally represent illumination and speaker differences
instead speech data. Smaller modes of intensity variety represent speech data and
portray the visibility of teeth and tongue. IDIAP simulates these features using
Gaussian distribution and temporal dependencies using Hidden Markov Models.

lip tracking

s
shape and
intensity feature

Figure 2.9: Extraction of Visual Speech Features

The animated agents can enhance learning and language education. Human
faces advance interpersonal communication since they are informative, emotional
and personalized. In different communication situations when data are vague and
fuzzy we join together numerous sources of data audio and visual. At the time
speech is produced, faces are useful linguistically and the auditory and visual fea-
tures of speech are often complementary. Indeed, animated faces, for example,
"BALDI" [24, Massaro Dominic W Light Joanna| can give feedback that people
can’t by turning semi-transparent to demonstrate the movements of the tongue
inside the mouth from several aspects, or by displaying visual patterns that denote
acoustic phonetic features of sounds.

2.3.2.3 Visualized Speech Properties

An alternate approach to help students learn speech is to visualize the acous-
tic properties of speech signal which are mentioned in the previous sections. These
systems get speech signals and perform well if the measured acoustic - phonetic
properties relate satisfactorily to the articulation movement. Speech properties
might be displayed as sound pictures. Subsequently if the visualization methodol-
ogy is right, then there is a correspondence between the articulation and the sound
pictures Figure 2.10.
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Figure 2.10: Correspondence between the articulation and the sound pictures

2.3.2.4 Automatic Feedback

In the speech learning process, the right sound or visual feedback, is extremely
essential and helps the speech improvement of the trainees. In addition, numerous
speech-training software tools have a sort of automatic feedback too, relying on
in view of the acoustic similarities between the trainee’s speech and a template.
In the SPECO [25, Vicsi K Roach P Oster A Kacic Z Barczikay P Tantos A
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Catari F Bakesi Zs and Sfakianaki A] and in the ISTRA (Indiana Speech Training
Aid, [26, Communication Disorders Technology Inc|) systems for children with
hearing loss, the similarity between a metric of each new utterance and a stored
template estimates the desirable acoustic similarity metric which is used to measure
performance of the trainee.

In the second group of speech training systems phoneme-based Hidden Markov
Models from automatic speech recognition technology (ASR) are used in order to
evaluate pronunciation. However evaluation of ASR systems from educators gives
ambiguous results. Sometimes automatic feedback does not work correct on the
basis of the automatic speech recognition technology, misleading the trainees to
get deteriorate results than those without utilizing any automatic feedback. From
speech technology aspect, the challenge is whether today’s ASR algorithms can be
used to detect good and poor pronunciations of a known word spoken by a child.

By differentiation, the typical objective of the ASR is to order all utterances
accurately, regardless of the possibility that they are not pronounced correctly.
ASR systems can utilize either one kind of feedback or all; it relies on upon the
actual purpose of the tool.

2.3.3 Speech therapy software tools

In this section we provide a short description of Computer-Aided Speech and
Language Therapy (CASLT) that are being developed in scientific community.
Furthermore, an extended description and results are displayed from two important
speech therapy tools (SPECO, BALDI) in order to highlight the benefits for their
users. The list which is presented here is not intended to be an exhaustive one
but only indicative and informative. The main purpose of presenting these speech
therapy tool is to give the reader the opportunity to understand the process of
language learning for people with hearing impairments and the main features that
are helping the user in this direction. The underlying speech technologies are not
analyzed but only mentioned. The interactive tools are intended to encourage
the acquisition of language skills in the areas of basic phonatory skills, phonetic
articulation and language comprehension primarily for children.[27, Oscar Saz Shou
Chun Yin Eduardo Lleida Richard Rose Carlos Vaquero William R Rodriguez].

2.3.3.1 Comunica project

"Comunica project" was developed by scientists of the Aragon Institute for
Engineering Research (I3a) with the supervision of the CPEE "Alborada".

Three tools are part of the "Comunica" project [27, Oscar Saz Shou Chun
Yin Eduardo Lleida Richard Rose Carlos Vaquero William R Rodriguez|:

1. "PreLingua" teaches basic phonation skills to children with neuromuscular
issues.

2. "Vocaliza" aims to train mainly proper articulations of language.

3. "Cuentame" introduces language comprehension to impaired children.

2.3.3.2 PreLingua

PreLingua accumulates a set of game-like applications that use speech process-
ing to exercise children with speech developmental delays, aiming to help speech
therapy procedure. A feature extraction diagram is used for the training of five
speech properties in the games (voice activity, intensity, breathing, tone and vo-
calization).

19



Voice activity games are developed for children with a developmental disabil-
ity that delays their speech, compared to infants who still do not associate their
production of sounds to changes in their environment. The output of the system is
a binary voice activity signal focused around a variable threshold over the frame-
wise energy of the input signal. When input signal is present, a reaction in the
screen of the computer in the form of animated shapes and colors is produced.
Extremely straightforward feedback is given in these games, as they are oriented
to small children with severe disabilities. This kind of games have also been recom-
mended by specialist and instructors as helpful for the early excitation of infants
with severe disorders.

Intensity games permit a patient who has quite recently taken in the capacity
to recognize speech production to learn to figure out how to control the volume of
that production. Speech intensity is calculated as the framewise energy of the input
signal and is also used for the Voice Activity Detection (VAD). In intensity games,
an animated character passes screen from left to right (i.e. maze) and its position
in the vertical axis is corresponding to the intensity of the speech production. With
this technique, the user has to modulate the intensity to avoid obstacles or interact
with secondary characters on screen by raising or lowering the volume of speech.

Breathing games utilize the assessed sonority value and applies a limit over
it to discover low sonority frames associated to unvoiced areas. The detection of
these unvoiced speech areas creates a movement in the screen (a character blows
windmills or a ball climbs up a blowpipe) resembling traditional techniques in
speech therapy to train this property.

Tone games follow the same approach as intensity games however they require
the user to control the fundamental frequency or pitch instead of intensity, which
is also needed for a correct speech production. The fundamental frequency, is used
where the main character (butterfly) moves up and down as the user rises or lowers
the fundamental tone to make it interact with other characters, while the pitch
curve is shown on the upper right corner to help the therapist. Vocalization games
goal is to transmit to the child the proper articulation of the vowels. In order
to fulfill it’s purpose vocalization games, plot the formant map with the correct
standard distribution of the vowels. Because vowel map depends from language,
vocalization games were are initially developed to the five Spanish vowels:/a/,
/e/,/i/, /o/ and/u/. In the games, extraction of formants is made using LPC
analysis and the result is depicted in the screen in the formant map, where the
user can compare that vowel to the standard values. In improved versions of the
game vocal tract normalization would be further needed to adapt the standard
values of formants to every user.

All the games within the "PreLingua" framework do not require any previous
configuration apart from the use of a microphone and their educative value, relies
on the robustness of the speech processing and in the use of simple interfaces to
provide of reinforcement and stimulation to the users (very young children with
severe disabilities).

2.3.3.3 Vocaliza

"Vocaliza’s" main purpose is to train articulation of the user in isolated words
and short phrases. While the basic task of "Vocaliza" is to focus on the articulatory
aspect of the language, it also introduces the user to the semantics and syntax levels
of language with several activities. "Vocaliza"’s configuration interface is the way
in which the therapist creates the profiles for the different users of the application.
These profiles contain all the data related each patient practice’s with "Vocaliza"
(words to practice, acoustic data and interface necessities of each kid). When a
user profile is made, the core of the application is consisted of four activities which
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Figure 2.11: Tone game in PreLingua

are created for speech and language training. Speech technologies are used in order
to supply user correct feedback. Below this structure, the user interface takes as
input patient’s speech; only the output of the system (text, audio and images) will
be displayed in automatic way with the completeness of activities by the patient,
not requiring any supervision by the therapist. Activities for speech and language
training, the use of speech techniques and the user interface in "Vocaliza" are
described in the following sections.

2.3.3.3.1 Activities for language training

To make speech and language therapy fascinating for kids, "Vocaliza" prat-
ices three levels of the language (phonological, semantic and syntactic) presenting
several activities. The phonological level of practicing is encouraging the user to
pronounce a set of words which are preselected by a speech therapist during the
configuration procedure to focus on the special needs of every user. The applica-
tion uses ASR decoding on the pronunciation to accept, reject and evaluate the
accepted utterances via a word-level pronunciation verification (PV) calculation
and displaying a score as the final outcome of the game.

The semantic level is practiced presenting a riddle game which are preselected
by a speech therapist. The application is making a question to the user providing
three possible answers. The user must pronounce correct answer and ASR system
must accept it, in order to continue with the next riddle. The application will
display again score relying upon the capability of the user to solve the riddle.

The user is practicing with the syntactic level uttering a set of phrases, which
are preselected by a speech therapist. Once again, the application is using ASR
in order to decode and accept the input pronunciation. If input pronunciation is
accepted, evaluation is taking place and score is displayed to the user.

2.3.3.3.2 Speech technologies for speech and language therapy

Speech technologies which are used by "Vocaliza" are ASR, speech synthesis,
acoustic user adaptation and PV (pronunciation verification). ASR is the main
technology of the application. Speech therapy activities needs ASR to decode user
pronunciation, and to decide which word sequence had correct pronunciation. In
next step application informs user that the game has been completed successfully.
Therefore, high performance of the ASR system embedded in the application is
strongly needed. Evaluation is done over a corpus with several impaired young
children.

Speech synthesis gives an approach to display the user correct pronunciation
of a word or sentence, pointing out the correct pronunciation in the speech therapy
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activities. Every word, phrase and riddle is synthesized to be displayed to the end
user of the application during the games.

Speaker adaptation enables the application to calculate speaker-dependent
acoustic models adapted to each user. Speaker adaptation is strongly needed for
obtaining high performance, since impaired speech can have negative affect in per-
formance of ASR, so that users who suffer from severe speech issues would not be
able take advantage of the application.

PV is the route in which the application provides an evaluation in the improve-
ment of user communication skills. "Vocaliza" uses a word-level Likelihood Ratio
(LR)-based Utterance Verification (UV)-procedure to assign a metric of confidence
to each hypothesized word in an utterance. This technique calculates the distance
(as a ratio) between the likelihood of the input pronunciation to two models (one
generated from non-impaired speech and one adapted to impaired speech).

2.3.3.4 Cuentame

"Cuentame" ("Tell me" in Spanish) is developed for children with delays in
oral language learning and aims to improve their communicative skills. It shares
same philosophy with "Vocaliza". "Cuentame" allows children to interact with the
application without supervise after necessary configuration of the application by
the speech therapist.

2.3.3.4.1 Activities for language training

Three activities are developed into the application. All of them consists in
scenarios of increasing levels of difficulty. Each scenario has to be solved by the
user via speech. User is prompted to pronounce fully structured phrases in all the
activities via several audio-visual rewards. In question-answering activities system
asks user an open-ended question. In next step, user has to provide an answer that
matches the set of possible correct answers of that the program has generated. In
figure 2.12 is depicted how application chooses all the possible answers. Then the
speech therapist selects the question that will be displayed to the patient and a
one-word answer to it (because therapist has to type only one word, configuring
all the activities is simplified). A certain number of correct sentences over the data
provided are generated by syntax and semantic analysis. When the user answers
the question, an ASR system looks for the keywords generated in the configuration
step.

Question Svnlanlc
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Speach Set of
thera pigt CorfeEct
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Single-ward Semantic
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4
; Keyword
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Figure 2.12: Generation of possible answers in "Cuentame"

The descriptive activities goal is the description of an object by the user due to
a given group of attributes (shape, color, etc.); the user has to describe the object
until filling up all the attributes. Once again, the user has to use natural language
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and a set of possible correct phrases in order to give description of objects. Each
attribute is generated as in previous figure.

The dialog activities are developed to take after an oral command control
interface in which a certain environment is displaying to the user (house, school,
shop). The user can interact with the environment with several actions (open,
take, push, etc) and can use several objects (door, chair, TV, etc) and is asked to
pronounce pairs of them (action-object) following a scenario of actions that lead to
the desired target achievement proposed by the application and the therapist (for
example, turn on the TV).

Dhss | WALON COCTNA AATO CAmA [ ]|

Figure 2.13: "Cuentame" interface

2.3.3.5 SPECO

The SPECO Project was founded by the EU through the INCO-COPERNICUS
program (Contract no. 977126) in 1999 [28, K Vicsi and A Vary]. In SPECO
project an audio-visual pronunciation teaching and training tool has been devel-
oped for use by 5-10 years old children. Correction of disordered speech progresses
by real time visual display of speech properties, in a way that is easy to under-
stand and fascinating for young children. The development of the speech by this
method is taking place basically on visual feedback using the intact vision channel
of the hearing impaired child. However, during practice limited auditory channel is
being used too, by giving auditory information synchronised with the vision. This
multimodal training and teaching system have been developed for four languages
English, Swedish, Slovenian and Hungarian.

SPECO system consists of two sections: the first section is a language-independent
frame program, named as Measuring System and Editor while the second is a Lan-
guage Dependent Reference Database file. Their combination is the Teaching and
Training Support, which is the application for users. Generally, SPECO project
has the ability to adapt teaching and training support of any language using a
well-defined database of the language. It calculates the different acoustic-phonetic
properties of the speech signal, supports user in selection of reference speech ex-
amples and in placement of the symbolic pictures and background pictures into
their correct places. It is possible to create a vocabulary with a special structure,
according to the language.

The SPECO system has great flexibility. As it is used in many cases of
speech disorders, allowing the speech therapists to use it depending on the speech
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Figure 2.14: Comparing spectrograms of "uZu" (below) and reference (top)

defect. These are for example, the different speech disorders with normal hearing,
with hearing impairment, etc. and in the special therapy in the case of cochlear
implants.

2.3.3.6 Baldi

BALDI a 3-D computer-animated talking head [29, Dominic W. Massaro],[30,
Baldi Youtube video| was developed relying on the value of visible speech in face-
to-face communication. The quality and intelligibility of visible speech is simulated
to regularly talking people. BALDI’s visible speech can be used with either syn-
thesized or natural auditory speech. BALDI simulates the inside of the mouth
having teeth, tongue, and palate and his internal articulatory movements have
been trained with electropalatography and ultrasound data from natural speech.
Principles from linguistics, psychology and pedagogy where combined in order to
help users with language delays and issues. BALDI can be used by individuals who
are learning a new language.

It is possible using computer-based instruction to include embodied conver-
sational agents rather than simply text or disembodied voices in lessons. Several
reasons why the use of audiovisual data from a talking head is so successful exist.
These include:

a) the information in visible speech,

(
(b) the robustness of visual speech,

(c¢) the complementarity of auditory and visual speech, and

)
)
)
)

(d) the optimal integration of these two sources of information.

Figure 2.15: BALDI, a computer-animated talking head
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Chapter 3

Background & Requirements

An extensive bibliography research has been done on speech therapy tools for
children about 5-12 years old with several levels of hearing loss. The majority of
speech therapy tools can be divided in two big categories. In the first category, the
assisting tools are consisting of a set of simple game-alike speech exercises where
a child has to interact with a computer in order to achieve certain goals. The
interaction is achieved through audio and visual feedback where certain speech
properties are viewed (pitch, voice intensity, rhythm, fricative/affricative pronun-
ciation etc). Also guidelines in the placement of speech organs (tongue, teeth,
palate etc) are provided through pictures. Some examples of the first category are
SPECO and Communica Project [2, Klara Vicsi|, [25, Vicsi K Roach P Oster A
Kacic Z Barczikay P Tantos A Catari F Bakesi Zs and Sfakianaki Al.

In the second category, tools are consisting of a set of simple speech exercises
where a child is guided to complete through a virtual talking head. In these ex-
ercises a child is trained in order to develop skills about certain speech properties
(pitch, voice intensity, rhythm, fricative/affricative pronunciation etc). Addition-
ally, this approach is taking advantage of the facial expressions which are created
in the process of communication. Furthermore, a child can learn how to use speech
organs (tongue, teeth, palate etc) easily because of the ability of the tool to view
the placement of the internal organs of speech for every speech syllable / target
(transparent skin, several views of mouth). Facial expressions with the combina-
tion of audio feedback are crucial for the understanding of meaning. BALDI and
Vivian |29, Dominic W. Massaro|,[31, Sascha Fagel & Katja Madany]|,[30, Baldi
youtube video| are the most representative examples on this category.

3.1 Our approach

The main disadvantage of the existing tools is that they are developed for
commercial use. Therefore, the cost to obtain a speech therapy tool is quite high
especially if it is oriented for public use (e.g in public schools for educational pur-
poses). Moreover, these tools are not easily adaptive and flexible. As they are
oriented for standalone commercial use, the update process lasts in time and costs
money as most of the times to get an updated version requires to pay for the whole
program again. Furthermore, none of the tools is developed for use by Greek
children.

These disadvantages motivated us to propose a flexible, free distributed design
approach. Our proposed tool is developed in Greek for use via Web. Therefore, an
online speech therapy tool is suggested which will be available 24 hours a day for
everyone. This speech therapy tool will be aimed for use by Greek children 5-12
years old, with several levels of hearing loss and will be free of charge. As it will
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be available through WEB, it has no update and distribution limitations.

More specifically, speech therapy tools are in the form of browser game collec-
tion. Input is received through microphone, and users of the tool receive feedback
through screen (visual) and speakers (audio). In each browser game a speech
property is being tested. The user tries to achieve certain goals for this speech
property. Speech properties which are tested are pitch detection, voice intensity
and phoneme pronunciation through spectrogram recognization. However, more
speech properties can be added in future. After all in web-based applications this
is quite easy.

Additionally, statistical analysis is provided in order to follow children’s per-
formance on each task. Users of browser games will be called to login to the
system in order to keep their statistics. Special information graphs are generated
demonstrating children’s performance through time for difference tasks. More-
over, through the "performance statistics" feedback can also be provided to the
supervisors of the tool. Games not so assisting on children can be replaced by oth-
ers. Some indicative scenario examples of the user interaction with the proposed
browser games are described below:

1. Pitch detection. The user is talking to the microphone. In the screen appears
a spaceship which is travelling in space and an asteroid. User has to try to
land starship on asteroid only by changing the pitch of his voice. Starship is
looping over the space until starship lands on asteroid.

2. Voice intensity. The user is talking to the microphone. In the screen appears
a spaceship which is travelling in space and several asteroids which they form
several patterns. The user is trying to manage voice intensity in order to
reach every asteroid. Starship is travelling until end of screen is reached.

3. Phoneme pronunciation - Spectrogram recognition. The user is talking to
the microphone. Spectrograms for each phoneme is produced. User tries
to match his spectrogram production with reference spectrograms that are
provided through our web page.

3.2 Implementation

In order to implement our design approach we took advantage of the abstrac-
tion and scalability of one of the mainstream frameworks such as Apache Tomcat
and Apache Shiro [32, Apache Tomcat], [33, Apache Shiro|. This approach provides
us with the necessary technologies in order to achieve content and appearance sep-
aration, database abstraction according to the MVC (Model View Content) model
along with advanced user management and platform agnostic data source technolo-
gies such as REST. One indicative solution could use Apache Tomcat along with
Apache Shiro, Hibernate, RestEasy and MySQL [34, RestEasy|, [35, MySQL], [36,
Hibernate|. In a possible scenario of the interaction of the user with the system,
the user will be presented with a login screen, type his credentials, be authenti-
cated and redirected to a web site with the available browser games. In order to
accomplish these tasks a coordination of several steps will be required. The Apache
Shiro, that is a Java security framework, will retrieve the available credentials from
the database through the Hibernate ORM and compare it with those provided by
the user. If these credentials match to each other, then user is redirected to the
home page of our web site and the available browser games will be presented to the
user. After the successful login and the completion of one of the available browser
games, the game application will connect with Apache Tomcat in order to save
the scores achieved by the user and retrieve statistical information about previous
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games. This is achieved through the combined use of the Apache Shiro, the Hiber-
nate ORM and RestEasy modules. The architecture of the described procedure is
displayed in the following diagram figure 3.1.

Application architecture

Browser

Application server plugins

Apache Shiro Hibernate ORM Communication protocol (REST)

A

Web server (Tomcat)

sl

Databases (MySQL)

Figure 3.1: Architecture of our approach

The browser games are written either as Java applications (applets) or Javascript,
that are receiving input from the sound devices of the running system. A compari-
son of both technologies is taking place. User interaction will be achieved through
speech parameters and image variations that will follow speech parameters(visual
feedback). JAVA applets and Javascript applications are implemented in Eclipse
and tested through all known browsers for their functionality (IE, Mozilla Firefox,
Chrome, Safari, Opera).

3.3 Brief description of each cooperating part of our
system

As it is mentioned in previous chapters, the field is highly multidisciplinary.
It benefits from knowledge in computer science, statistics and signal processing.
Also a designer of game interfaces for children has to take into consideration the
childhood nature in order to earn their interest. This could be achieved through
attractive colors and interesting scenarios or missions of each game.

In our basic scene for our games a spaceship travels through space and has
to land for supplies to several asteroids. Each asteroid symbolize a space station.
Further more the height of each asteroid stands for one speech property, in our
case pitch and intensity (sound pressure level). The system draws a spaceship in
new height position according to the estimated pitch and SPL. Both calculations
and drawings are taking place in real time. The result of this effort is the desired
voice training for each level.

Audio channel is not used because we focus only in visual feedback. Also
we consider our user profile to be consisted from children 5-12 years old with
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post lingual severe hearing loss. Therefore, it would be much less important to
provide feedback from audio channel too. Despite this fact, audio feedback could
be implemented in future versions. Spectrograms of phoneme pronunciation is
also provided in real time for comparison with reference spectrograms. In this
section we will present in simple words a brief description of each involving part
and how everything is cooperating with each other in order to achieve desired user
interaction experience.

3.3.1 Speech processing
3.3.1.1 Pitch estimation

Main purpose of a pitch detection algorithm (PDA) is to calculate the pitch
of a quasiperiodic or virtually periodic signal. Some typical examples of periodic
signal could be a digital recording of speech or a musical note or tone. Pitch
detection algorithms could be calculated either in time domain or in the frequency
domain or in both domains. PDAs are used in various areas (e.g. phonetics, speech
coding etc) and so different demands are placed upon the algorithm. Nowadays
there is no single ideal PDA, so several algorithms exist, most of them are classified
in the categories below |37, Pitch detection algorithml].

3.3.1.1.1 Time-domain approaches

In the time domain, a PDA calculates the period of a quasiperiodic signal,
then inverts that value in order to estimate frequency. One basic methodology
would be to measure the distance between zero crossing points of the signal (i.e.
the Zero-crossing rate). However, this may not work equally well with complex
waveforms because they are made out of multiple sine waves with differing periods.
Despite that fact, zero-crossing can be a useful measure sometimes, e.g. in some
speech applications where there is only one single source. Because of the algorithm’s
simplicity it is "cheap" to implement.

More clever methodologies compare segments of the signal with other seg-
ments moved by trial period to find a match. This is basic algorithm functionality
of autocorrelation algorithms like AMDF (average magnitude difference function)
or ASMDF (Average Squared Mean Difference Function). These algorithms can
produce excellent results for highly periodic signals but when they are used on
noisy signals they have false detection problems (often "octave errors") and - in
their basic implementations - do not deal well with polyphonic sounds (which in-
volve multiple musical notes of different pitches).

Basic core of current time-domain pitch detector algorithms is created with
additional improvements to bring the performance more in line with a human
evaluation of pitch. For instance, YIN algorithm is based upon autocorrelation
[37, Pitch detection algorithm)].

3.3.1.1.2 Frequency-domain approaches

In the frequency domain, calculation of polyphonic signal is possible usually
using the periodogram to convert the signal to frequency spectrum. Processing
power grows up as the desired accuracy increases, despite the well-known efficiency
of the FFT which is a part of estimating periodogram algorithm, makes it suitably
efficient for many purposes.

Steps of popular frequency domain algorithms include: the harmonic product
spectrum; cepstral analysis and maximum likelihood which attempts to match
the frequency domain characteristics to pre-defined frequency maps (useful for
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detecting pitch of fixed tuning instruments); and the detection of peaks due to
harmonic series.[37, Pitch detection algorithm]|.

3.3.1.1.3 Spectral/temporal approaches

Spectral and /or temporal pitch detection algorithms, for example the YAAPT
pitch tracking, in order to detect pitch they combine time domain processing utiliz-
ing an autocorrelation function such as normalized cross correlation, and frequency
domain processing using spectral information. Next step is to find final pitch track
among the candidates estimated from the two domains, utilizing dynamic program-
ming. Benefits of these approaches is that the tracking error in one domain can be
reduced by the process in the other domain [37, Pitch detection algorithm)].

3.3.1.1.4 Fundamental frequency of speech

The fundamental frequency of speech ranges from 40 Hz (for example low-
pitched male voices) to 600 Hz (for example children or high-pitched female voices).
In order to detect pitch, autocorrelation methods need at least two pitch periods.
For instance if someone wants to detect a fundamental frequency of 40 Hz then at
least 50 milliseconds (ms) of the speech signal are required for processing. However,
during 50 ms the fundamental frequency is not necessarily constant in the entire
length of the window[37, Pitch detection algorithm)].

3.3.1.1.5 YIN algorithm - The method

For the purposes of our work, we selected to implement YIN algorithm in
order to detect pitch. It is based on the well-known autocorrelation method with a
number of modifications that combine to prevent errors. The algorithm has several
desirable features. There is no upper limit on the frequency search range, so the
algorithm is suited for high-pitched voices and music. The algorithm is relatively
simple and may be implemented efficiently and with low latency, and it involves
few parameters that must be tuned. It is based on a signal model (periodic signal)
that may be extended in several ways to handle various forms of aperiodicity that
occur in particular applications. [38, YIN a fundamental frequency estimator for
speech and music]. YIN algorithm includes 6 steps for pitch estimation. These are:

Step 1: autocorrelation > Step 2: Difference function -

Step 3: Cumulative mean
normalized difference » | Step 4: Absolute threshold |
rd

function

) Step 5: Parabolic interpolation

Figure 3.2: Basic flowchart for YIN algorithm

Step 6: Best local estimate

Y

A more detailed description of each step is given below:
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Step 1:The autocorrelation method

The autocorrelation function (ACF) of a discrete signal x; may be defined as

T+W

re(T) = Z Tirj + ) (3.1)

J=7+1

where 1y (1) is the autocorrelation function of lag t, calculated at time index t
and W is the integration window size.
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Figure 3.3: (a):Example of a speech waveform. (b):Autocorrelation function

Figure 3.3(b) show the autocorrelation function of the signal of Figure 3.3(a)
in same figure. The ACF shows peaks at multiples of the period. The "autocorre-
lation method" chooses the highest non-zero-lag peak by exhaustive search within
a range of lags horizontal arrows in Figure 3.3(b). The "autocorrelation method"
chooses the highest non-zero-lag peak by exhaustive search within a range of lags
(horizontal arrows in Figure 3.3). Obviously if the lower limit is too close to zero,
the algorithm may erroneously choose the zero-lag peak. Conversely, if the higher
limit is large enough, it may erroneously choose a higher-order peak.

The autocorrelation method compares the signal to its shifted self. In that
sense it is related to the Average Magnitude Difference Function (AMDF) method
that performs its comparison using differences rather than products, and more
generally to time-domain methods that measure intervals between events in time.
The ACF is the Fourier transform of the power spectrum, and can be seen as
measuring the regular spacing of harmonics within that spectrum. The cepstrum
method replaces the power spectrum by the log magnitude spectrum and thus puts
less weight on high - amplitude parts of the spectrum (particularly near the first
formant that often dominates the ACF).

Similar "spectral whitening" effects can be obtained by linear predictive in-
verse filtering or center-clipping, or by splitting the signal over a bank of filters,
calculating ACFs within each channel, and adding the results after amplitude nor-
malization. Auditory models based on autocorrelation are currently one of the more
popular ways to explain pitch perception. Despite its appeal and many efforts to
improve its performance, the autocorrelation method makes too many errors for
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many applications. The following steps are designed to reduce error rates.

Step 2:Difference function

We start by modeling the signal x; as a periodic function with period T, by
definition invariant for a time shift of T:

Tt — Tg4T = O,Vt (32)
The same is true after taking the square and averaging over a window:

T+W

Y (@ —wjr)* =0 (3.3)

J=7+1

Conversely, an unknown period may be found by forming the difference func-

tion:
w

dy(7) =Y (xj = wjyr) (3.4)
j=1
and searching for the values of t for which the function is zero. There is an infinite
set of such values, all multiples of the period. The difference function calculated
from the signal in Figure 3.3(a) is illustrated in Figure 3.4.
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Figure 3.4: Difference function calculated for the speech signal of Figure 3.3 (a)

The squared sum may be expanded and the function expressed in terms of
the ACF:
di(1) = 14(0) + reyr(0) — 2m(7) (3.5)

The first two terms are energy terms. Were they constant, the difference
function d¢(t) would vary as the opposite of r¢(7), and searching for a minimum of
one or the maximum of the other would give the same result. However, the second
energy term also varies with t, implying that maxima of r¢(t) and minima of dy(7)
may sometimes not coincide.

Step 3: Cumulative mean normalized difference

The difference function of Figure 3.4 is zero at zero lag and often non-zero at
the period because of imperfect periodicity. Unless a lower limit is set on the search
range, the algorithm must choose the zero-lag dip instead of the period dip and
the method must fail. Even if a limit is set, a strong resonance at the first formant
(F1) might produce a series of secondary dips, one of which might be deeper than
the period dip. A lower limit on the search range is not a satisfactory way of
avoiding this problem because the ranges of F1 and F0 are known to overlap. The
solution that is proposed is to replace the difference function by the "cumulative
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mean normalized difference function:

p 1, if 7=0 36
(1) = m, otherwise (36)
j=11%

This new function is obtained by dividing each value of the old by its average over
shorter-lag values. It differs from d(7) in that it starts at 1 rather than 0, tends
to remain large at low lags, and drops below 1 only where d(t) falls below average
Figure 3.5. Replacing d by d’ reduces "too high" errors, as reflected by an error
rate of 1.69% (instead of 1.95%). A second benefit is to do away with the upper
frequency limit of the search range, no longer needed to avoid the zero-lag dip. A
third benefit is to normalize the function for the next error-reduction step.
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Figure 3.5: Cumulative mean normalized difference function of Figure 3.4 (a)

Step 4:Absolute threshold

It easily happens that one of the higher-order dips of the difference function
in Figure 3.4 is deeper than the period dip. If it falls within the search range, the
result is a subharmonic error, sometimes called "octave error" (improperly because
not necessarily in a power of 2 ratio with the correct value). The autocorrelation
method is likewise prone to choosing a high-order peak.

The solution we propose is to set an absolute threshold and choose the smallest
value of 1, that gives a minimum of d’ deeper than that threshold. If none is found,
the global minimum is chosen instead. With a threshold of 0.1, the error rate
drops to 0.78 % (from 1.69%) as a consequence of a reduction of "too low" errors
accompanied by a very slight increase of "too high" errors. This step implements
the word "smallest" in the phrase "the period is the smallest positive member
of a set" (the previous step implemented the word "positive"). The threshold
determines the list of candidates admitted to the set, and can be interpreted as
the proportion of aperiodic power tolerated within a "periodic" signal. To see this,
consider the identity:

2(a} + xf p) = (2 + 2eer)® + (T — Tppr)’ (3.7)

Taking the average over a window and dividing by 4,

1 t+W t+W t+W

1 1
W > @+l = v D (@ + i)’ + v > (@ —zj.)? (33)
j=t+1 J=t+1 j=t+1
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The left-hand side approximates the power of the signal. The two terms
on the right-hand side, both positive, constitute a partition of this power. The
second is zero if the signal is periodic with period T, and is unaffected by adding
or subtracting periodic components at that period. It can be interpreted as the
"aperiodic power" component of the signal power. With t=T the numerator of
Equation 3.6 is proportional to periodic power whereas its denominator, average
of d(z) for t, between 0 and T, is approximately twice the signal power. Thus,
d’(T) is proportional to the aperiodic/total power ratio. A candidate T is accepted
in the set if this ratio is below threshold. We’ll see later on that the exact value of
this threshold does not critically affect error rates.

Step 5:Parabolic interpolation

The previous steps work as advertised if the period is a multiple of the sam-
pling period. If not, the estimate may be incorrect by up to half the sampling
period. Worse, the larger value of d’(t) sampled away from the dip may interfere
with the process that chooses among dips, thus causing a gross error. A solution
to this problem is parabolic interpolation. Each local minimum of d’(t) and its
immediate neighbors is fit by a parabola, and the ordinate of the interpolated min-
imum is used in the dip-selection process. The abscissa of the selected minimum
then serves as a period estimate. Actually, one finds that the estimate obtained in
this way is slightly biased. To avoid this bias, the abscissa of the corresponding
minimum of the raw difference function d(z) is used instead.

Interpolation of d’(t) or d(<) is computationally cheaper than upsampling the
signal, and accurate to the extent that d(t) can be modeled as a quadratic function
near the dip. Simple reasoning argues that this should be the case if the signal
is band-limited. First, recall that the ACF is the Fourier transform of the power
spectrum: if the signal x; is bandlimited, so is its ACF. Second, the ACF is a sum of
cosines, which can be approximated near zero by a Taylor series with even powers.
Terms of degree 4 or more come mainly from the highest frequency components,
and if these are absent or weak the function is accurately represented by lower
order terms (quadratic and constant). Finally, note that the period peak has the
same shape as the zero-lag peak, and the same shape (modulo a change in sign)
as the period dip of d(t), which in turn is similar to that of d’(t). Thus, parabolic
interpolation of a dip is accurate unless the signal contains strong high-frequency
components (in practice,above about one-quarter of the sampling rate).

Step 6:Best local estimate

The role of integration in Eqgs. 3.3 and 3.4 is to ensure that estimates are
stable and do not fluctuate on the time scale of the fundamental period. Conversely,
any such fluctuation, if observed, should not be considered genuine. It is sometimes
found, for nonstationary speech intervals, that the estimate fails at a certain phase
of the period that usually coincides with a relatively high value of d’(Ty), where
T; is the period estimate at time t. At another phase (time t’) the estimate may
be correct and the value of d’(Ty) smaller. Step 6 takes advantage of this fact, by
"shopping" around the vicinity of each analysis point for a better estimate.

The algorithm is the following. For each time index t, search for a minimum
of d’y(Ty) for ¥ within a small interval [t-Tpax/2, t+Tmax/2|, where Ty is the
estimate at time O and Tpax is the largest expected period. Based on this initial
estimate, the estimation algorithm is applied again with a restricted search range
to obtain the final estimate. Using Tax—25 ms and a final search range of +20%
of the initial estimate, step 6 reduced the error rate to 0.5% (from 0.77%). Step
6 is reminiscent of median smoothing or dynamic programming techniques, but
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differs in that it takes into account a relatively short interval and bases its choice
on quality rather than mere continuity. The combination of steps 1-6 constitutes
a new method (YIN). It is worth noting how the steps build upon one another.
Replacing the ACF (step 1) by the difference function (step 2) paves the way for
the cumulative mean normalization operation (step 3), upon which are based the
threshold scheme (step 4) and the measure d’(T) that selects the best local estimate
(step 6). Parabolic interpolation (step 5) is independent from other steps, although
it relies on the spectral properties of the ACF (step 1).

3.3.1.2 SPL estimation

Sound pressure or acoustic pressure is the local pressure deviation from the
atmospheric pressure, caused by a sound wave. We can calculate sound pressure
in air using a microphone, and in water with a hydrophone. The ST unit for sound
pressure p is the pascal (symbol: Pa). Sound pressure level (SPL) is a logarithmic
metric of the effective sound pressure of a sound relative to a reference value.
It is measured in decibels (dB) above a standard reference level. The standard
reference sound pressure in air or other gases is 20 pPa, which is usually considered
the threshold of human hearing (at 1 kHz) [39, SPL].

2

ref ref

where prof is the reference sound pressure and p,,s is the rms sound pressure
being measured.

Sometimes variants are used such as dB (SPL), dBSPL, or dBSPL. The com-
monly used reference sound pressure in air is pyf = 20 pPa (rms) or 0.0002 dy-
nes/cm2, which is usually considered the threshold of human hearing (roughly the
sound of a mosquito flying 3 m away). Most sound level measurements will be
made relative to this level, meaning 1 pascal will equal an SPL of 94 dB. In other
media, such as underwater, a reference level of 1 uPa is used. These references are
defined in ANST S1.1-1994.

The lower limit of audibility is defined as SPL of 0 dB, but the upper limit is
not as clearly defined. While 1 atm (194 dB Peak or 191 dB SPL) is the largest
pressure variation an undistorted sound wave can have in Earth’s atmosphere,
larger sound waves can be present in other atmospheres or other media such as
under water, or through the Earth.

Ears detect changes in sound pressure. Human hearing does not have a flat
spectral sensitivity (frequency response) relative to frequency versus amplitude.
Humans do not perceive low- and high-frequency sounds as well as they perceive
sounds near 2,000 Hz, as shown in the equal-loudness contour in Figure 3.6. Be-
cause the frequency response of human hearing changes with amplitude, three
weightings have been established for measuring sound pressure: A, B and C. A-
weighting applies to sound pressures levels up to 55 dB, B-weighting applies to
sound pressures levels between 55 and 85 dB, and C-weighting is for measuring
sound pressure levels above 85dB.

In order to distinguish the different sound measures a suffix is used: A-
weighted sound pressure level is written either as dBA or LA. B-weighted sound
pressure level is written either as dBB or LB, and C-weighted sound pressure level
is written either as dBC or LC. Unweighted sound pressure level is called "linear
sound pressure level" and is often written as dBL or just L. Some sound measuring
instruments use the letter "Z" as an indication of linear SPL.

34



130

120 ‘.'estim-até'll
= 110 A
wl00 i ol

Sound Pressure Level (dB
0
o

10 (threshold)

10 100 1000 10k 100k

Equal-loudness contours {red) (from 150 226: 2003 revisii
Original IS0 standard shown (blue} for 40-phons

Figure 3.6: Equal-loudness contour

3.3.2 Apache Shiro

Apache Shiro is a compelling and adaptable open-source security framework
that cleanly handles authentication, authorization, enterprise session management
and cryptography.

Apache Shiro’s main goal is to be easy to use and comprehend. Security can
be exceptionally complex sometimes, even painful, but it doesn’t have to be. A
framework should solve complexities as soon as possible and supply user a easy and
practical API that help developer’s to develop secure application(s) [33, Apache
Shiro].

Here are some things that Apache Shiro supports:

e Authenticate a user to verify their identity
e Perform access control for a user, such as:

— Determine if a user is assigned a certain security role or not

— Determine if a user is permitted to do something or not
e Use a Session API in any environment, even without web or EJB containers.

e React to events during authentication, access control, or during a session’s
lifetime.

e Aggregate one or more data sources of user security data and present this all
as a single composite user 'view’.

e Enable Single Sign On (SSO) functionality

e Enable 'Remember Me’ services for user association without login ... and
much more - all integrated into a cohesive easy-to-use API.

Shiro attempts to achieve these objectives for all possible application envi-
ronments - from the simplest command line application to the largest enterprise
applications, without constraining conditions on other 3rd party frameworks, con-
tainers, or application servers. Obviously the project intends to integrate into
these environments wherever possible, but it could be used out-of-the-case in any
environment.
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3.3.2.1 Apache Shiro Features

Apache Shiro is an understandable application security framework with many
capabilities. The following diagram displays where Shiro focuses its development
so far

Authentication Authorization

Primary Concerns

Session Cryptography

Management

v
Web Support Caching
\ G = ¥

Concurrency | Testing | "Run As” Flem;:ber

Supporting Features

Figure 3.7: Shiro features

Shiro focused what the Shiro development team calls "the four cornerstones
of application security" - Authentication, Authorization, Session Management, and
Cryptography:

e Authentication: Sometimes referred to as 'login’, this is the act of proving a
user is who they say they are.

e Authorization: The process of access control, i.e. determining 'who’ has
access to 'what’.

e Session Management: Managing user-specific sessions, even in non-web or
EJB applications.

e Cryptography: Keeping data secure using cryptographic algorithms while
still being easy to use.

There are also additional features to support and reinforce these concerns in
different application environments, especially:

e Web Support: Shiro’s web support APIs help easily secure web applications.

e Caching: Caching is a first-tier citizen in Apache Shiro’s API to ensure that
security operations remain fast and efficient.

e Concurrency: Apache Shiro supports multi-threaded applications with its
concurrency features.

e Testing: Test support exists to help you write unit and integration tests and
ensure your code will be secured as expected.

e "Run As": A feature that allows users to assume the identity of another user
(if they are allowed), sometimes useful in administrative scenarios.

e "Remember Me": Remember users’ identities across sessions so they only
need to log in when mandatory.
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3.3.3 Hibernate ORM

Hibernate ORM (Hibernate in short) is an object-relational mapping library
for the Java language, providing a framework for mapping an object-oriented do-
main model to a traditional relational database. Hibernate solves object-relational
impedance mismatch problems by replacing direct persistence-related database ac-
cesses with high-level object handling functions. Hibernate is a free software that is
distributed under the GNU Lesser General Public License. Hibernate’s core feature
is mapping from Java classes to database tables (and from Java data types to SQL
data types). Hibernate also provides data query and retrieval features. It creates
SQL calls and helps the developer to avoid manual result set handling and object
conversion. Applications who use Hibernate can be transferred to supported SQL
databases with little performance overhead [36, Hibernate].

3.3.3.1 Mapping

Mapping Java classes to database tables is accomplished through the config-
uration of an XML file or by using Java Annotations. When using an XML file,
Hibernate can generate skeleton source code for the persistence classes. This is
unnecessary when annotations are used. Hibernate can use the XML file or the an-
notations to maintain the database schema. Facilities to arrange one-to-many and
many-to-many relationships between classes are provided. In addition to manag-
ing associations between objects, Hibernate can also manage reflexive associations
where an object has a one-to-many relationship with other instances of its own
type.

Hibernate supports the mapping of custom value types. This makes the fol-
lowing scenarios possible:

e Overriding the default SQL type that Hibernate chooses when mapping a
column to a property.

e Mapping Java Enum to columns as if they were regular properties.
e Mapping a single property to multiple columns.

Definition: Objects in a front-end application follow OOP principles, while objects
in the back-end follow database normalization principles, resulting in different rep-
resentation requirements. This problem is called "object-relational impedance mis-
match". Mapping is a way of resolving the impedance mismatch problem. Mapping
tells the ORM tool which java class object an application is needed to be store in
which table of database.

3.3.3.2 HQL

Hibernate provides an SQL inspired language called Hibernate Query Lan-
guage (HQL) which allows SQL-like queries to be written against Hibernate’s data
objects. Criteria Queries are provided as an object-oriented alternative to HQL.
Criteria Query is used to modify the objects and provide the restriction for the
objects.

3.3.3.3 Persistence

Hibernate provides transparent persistence for Plain Old Java Objects (PO-
JOs). The only strict requirement for a persistent class is a no-argument con-
structor, not necessarily public. Proper behavior in some applications also requires
special attention to the equals() and hashCode() methods.
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Collections of data objects are typically stored in Java collection objects such
as Set and List. Java generics, introduced in Java 5, are supported. Hibernate can
be configured to lazy load associated collections. Lazy loading is the default as of
Hibernate 3. Related objects can be configured to cascade operations from one to
the other. For example, a parent Album object can be configured to cascade its save
and/or delete operation to its child Track objects. This can reduce development
time and ensure referential integrity. A dirty checking feature avoids unnecessary
database write actions by performing SQL updates only on the modified fields of
persistent objects.

3.3.3.4 Integration

Hibernate can be used both in standalone Java applications and in Java EE
applications using servlets, EJB session beans, and JBI service components. It
can also be included as a feature in other programming languages. For example,
Adobe integrated Hibernate into version 9 of ColdFusion (which runs on J2EE app
servers) with an abstraction layer of new functions and syntax added into CFML.

3.3.3.5 Entities and components

In Hibernate jargon, an entity is a stand-alone object in Hibernate’s persistent
mechanism which can be manipulated independently of other objects. In contrast,
a component is subordinate to an entity and can be manipulated only with respect
to that entity. For example, an Album object may represent an entity but the
Tracks object associated with the Album objects would represent a component of
the Album entity if it is assumed that Tracks can only be saved or retrieved from
the database through the Album object. Unlike J2EE, it can switch databases.

3.3.4 MySQL

MySQL is (since March 2014) ranked as the world’s second most popular
open-source relational database management system (RDBMS). My of MySQL was
inspired by co-founder Michael Widenius’s daughter, My. The SQL is an acronym
for Structured Query Language. The MySQL project source code is distributed
under the terms of the GNU General Public License, as well as under a variety of
proprietary agreements. [35, MySQL description].

MySQL is a popular choice of database for use in web applications, and is a
central component of the widely used LAMP and XAMPP open source web appli-
cation software (and other "AMP’ software). Commercial editions are available too
with extra features. Some representative applications which use MySQL include:
TYPO3, MODx, Joomla, WordPress and others. Also several popular websites,
such as Wikipedia, Google, Facebook have used MySQL.

3.3.5 XAMPP
XAMPP’s name is an acronym for [40, XAMPP description]:

e X (to be read as "cross", meaning cross-platform)

Apache HTTP Server

MySQL
e PHP

e Perl
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In order to use XAMPP a single zip, tar, 7z, or exe file to be downloaded and
executed is reuired. Additionally no configuration of the various components that
consist the web server is required. XAMPP periodically downloads latest updates
in order to take advantage from latest releases of Apache, MySQL, PHP and Perl.
It also provides extra features such as OpenSSL and phpMyAdmin. Further more
self-contained, and multiple instances of XAMPP can exist on a single computer.
Finally a given instance can be transferred from one computer system to another.

As developers of XAMPP declare XAMPP is intended to be used only as a
development tool, in order to allow website designers and programmers to check
their work on their own computers with no access to the Internet. To make this
effort painless as possible, several important security features are disabled by de-
fault. Nevertheless, XAMPP can be used to actually serve web pages on the World
Wide Web. A special tool is provided for password in order to secure the most
important parts of the package.

XAMPP also stands for creating and managing several databases such as
MySQL and SQLite. At the moment installation of XAMPP is ready, it is possible
to treat a localhost just like a remote host by connecting using an FTP client. In
the case of installing a content management system (CMS) like Joomla or Word-
Press utilizing a program like FileZilla has many advantages. Onother option is
to connect to localhost via FTP with an HTML editor. The default FTP user is
"newuser", the default FTP password is "wampp". The default MySQL user is
"root" while there is no default MySQL password.

e XAMPP 1.8.3-4 for Windows, including:

— Apache 2.4.9

MySQL 5.6.16

— PHP 5.5.11

phpMyAdmin 4.1.12

— FileZilla FTP Server 0.9.41
Tomcat 7.0.42

— Strawberry Perl 5.16.3.1 Portable
— XAMPP Control Panel 3.2.1

e XAMPP 1.8.3-4 for Linux, including:

Apache 2.4.9

— MySQL 5.6.16

PHP 5.5.11
phpMyAdmin 4.1.12
— OpenSSL 1.0.1

3.3.6 Representational state transfer (REST)
3.3.6.1 What is REST?

REST is named by Roy Fielding in his Ph.D. dissertation to describe an
architecture style of networked systems. REST is an acronym standing for Repre-
sentational State Transfer [41, Rest description].
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3.3.6.2 Why is it called Representational State Transfer?

The Web is comprised of resources. A resource is any item of interest. For
example, the Boeing Aircraft Corp may define a 747 resource. Clients may access
that resource with this URL: http://www.boeing.com /aircraft /747

A representation of the resource is returned (e.g., Boeing747.html). The repre-
sentation places the client application in a state. The result of the client traversing
a hyperlink in Boeing747.html is another resource is accessed. The new repre-
sentation places the client application into yet another state. Thus, the client
application changes (transfers) state with each resource representation —> Repre-
sentational State Transfer! Here is Roy Fielding’s [42, Architectural Styles and
the Design of Network-based Software Architectures| explanation of the meaning
of Representational State Transfer:

"Representational State Transfer is intended to evoke an image of how a
well-designed Web application behaves: a network of web pages (a virtual state-
machine), where the user progresses through an application by selecting links (state
transitions), resulting in the next page (representing the next state of the applica-
tion) being transferred to the user and rendered for their use."

3.3.6.3 Motivation for REST

The motivation for REST was to conceive the features of the Web which
made the Web successful. Subsequently these features are being used to guide the
progress of the Web.

3.3.6.4 REST - An Architectural Style, Not a Standard

REST is not a standard neither a specification to be found in W3C. IBM or
Microsoft can not sell a REST developer’s toolkit. That is because REST is just an
architectural style. You can’t package up that style. You can only comprehend it,
and use it in order to develop your Web services following in that style similar to
the client-server architectural style. There is no client-server standard. Although
REST is not a standard, it use standards:

e HTTP
e URL
e XML/HTML/GIF /JPEG /etc (Resource Representations)

e text/xml, text/html, image/gif, image/jpeg, etc (MIME Types)

3.3.6.5 The Classic REST System

The Web is a REST system by itself! Representative popular Web services
are book-ordering services, search services, online dictionary services and others.
So it’s possible that you have been using REST, building REST services and you
didn’t even know it. REST is interested in the "big picture" of the World Wide
Web and does not deal with implementation details (for example using Java servlets
or CGI to implement a Web service). Here is an example of creating a Web service
from the REST "big picture" aspect.

3.3.6.6 Parts Depot Web Services

Parts Depot, Inc (fictitious company) has deployed some web services to en-
able its customers to:

e get a list of parts
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e get detailed information about a particular part

e submit a Purchase Order (PO)

Let’s consider how each of these services are implemented in a RESTful fash-
ion.

3.3.6.7 Get Parts List

The web service makes available a URL to a parts list resource. For example, a
client would use this URL to get the parts list: http://www.parts-depot.com /parts

Note that "how" the web service generates the parts list is completely trans-
parent to the client. All the client knows is that if he/she submits the above URL
then a document containing the list of parts is returned. Since the implementation
is transparent to clients, Parts Depot is free to modify the underlying implemen-
tation of this resource without impacting clients. This is loose coupling.

Here’s the document that the client receives:

<?xml version="1.0"7>
<p:Parts xmlns:p="http://www.parts-depot.com"
xmlns:xlink="http://wuw.w3.0org/1999/x1ink">

<Part id="00345" xlink:href="http://www.parts-depot.com/parts/00345"/>
<Part id="00346" xlink:href="http://www.parts-depot.com/parts/00346"/>
<Part i1d="00347" xlink:href="http://www.parts-depot.com/parts/00347"/>
<Part id="00348" xlink:href="http://www.parts-depot.com/parts/00348"/>

</p:Parts>

[Assume that through content negotiation the service determined that the
client wants the representation as XML (for machine-to-machine processing)| Note
that the parts list has links to get detailed info about each part. This is a key
feature of REST. The client transfers from one state to the next by examining and
choosing from among the alternative URLs in the response document.

3.3.6.8 Get Detailed Part Data

The web service makes available a URL to each part resource. Example, here’s
how a client requests part 00345: http://www.parts-depot.com /parts/00345
Here’s the document that the client receives:

<?xml version="1.0"7>

<p:Part xmlns:p="http://www.parts-depot.com"
xmlns:xlink="http://wuw.w3.0org/1999/x1link">
<Part-ID>00345</Part-ID>
<Name>Widget-A</Name>
<Description>This part is used within the frap assembly</Description>
<Specification xlink:href="http://www.parts-depot.com/parts/00345/specification"/>
<UnitCost currency="USD">0.10</UnitCost>
<Quantity>10</Quantity>

</p:Part>

Again observe how this data is linked to still more data - the specification
for this part may be found by traversing the hyperlink. Each response document
allows the client to drill down to get more detailed information.

41



3.3.6.9 Submit PO

The web service makes available a URL to submit a PO. The client creates
a PO instance document which conforms to the PO schema that Parts Depot has
designed (and publicized in a WSDL document). The client submits PO.xml as
the payload of an HTTP POST.

The PO service responds to the HTTP POST with a URL to the submitted
PO. Thus, the client can retrieve the PO any time thereafter (to update/edit it).
The PO has become a piece of information which is shared between the client and
the server. The shared information (PO) is given an address (URL) by the server
and is exposed as a Web service.

3.3.6.10 Logical URLs versus Physical URLs

A resource is a conceptual entity. A representation is a concrete manifestation
of the resource. This URL: http://www.parts-depot.com /parts/00345

is a logical URL, not a physical URL. Thus, there doesn’t need to be, for
example, a static HTML page for each part. In fact, if there were a million parts
then a million static HTML pages would not be a very attractive design.

[Implementation detail: Parts Depot could implement the service that gets
detailed data about a particular part by employing a Java Servlet which parses
the string after the host name, uses the part number to query the parts database,
formulate the query results as XML, and then return the XML as the payload of
the HTTP response.]

As a matter of style URLs should not reveal the implementation technique
used. You need to be free to change your implementation without impacting clients
or having misleading URLs.

3.3.6.11 REST Web Services Characteristics

Here are the characteristics of REST:

e (Client-Server: a pull-based interaction style: consuming components pull
representations.

e Stateless: each request from client to server must contain all the information
necessary to understand the request, and cannot take advantage of any stored
context on the server.

e Cache: to improve network efficiency responses must be capable of being
labeled as cacheable or non-cacheable.

e Uniform interface: all resources are accessed with a generic interface (e.g.,
HTTP GET, POST, PUT, DELETE).

e Named resources - the system is comprised of resources which are named
using a URL.

e Interconnected resource representations - the representations of the resources
are interconnected using URLs, thereby enabling a client to progress from
one state to another.

e Layered components - intermediaries, such as proxy servers, cache servers,
gateways, etc, can be inserted between clients and resources to support per-
formance, security, etc.
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3.3.6.12 Principles of REST Web Service Design

1. The key to creating Web Services in a REST network (i.e., the Web) is to
identify all of the conceptual entities that you wish to expose as services.
Above we saw some examples of resources: parts list, detailed part data,
purchase order.

2. Create a URL to each resource. The resources should be nouns, not verbs. For
example, do not use this: http://www.parts-depot.com/parts/getPart?id=00345

Note the verb, getPart. Instead, use a noun:

http://www.parts-depot.com /parts/00345

3. Categorize your resources according to whether clients can just receive a
representation of the resource, or whether clients can modify (add to) the
resource. For the former, make those resources accessible using an HTTP
GET. For the later, make those resources accessible using HT'TP POST,
PUT, and/or DELETE.

4. All resources accessible via HTTP GET should be side-effect free. That is,
the resource should just return a representation of the resource. Invoking the
resource should not result in modifying the resource.

5. No man/woman is an island. Likewise, no representation should be an is-
land. In other words, put hyperlinks within resource representations to enable
clients to drill down for more information, and/or to obtain related informa-
tion.

6. Design to reveal data gradually. Don’t reveal everything in a single response
document. Provide hyperlinks to obtain more details.

7. Specify the format of response data using a schema (DTD, W3C Schema,
RelaxNG, or Schematron). For those services that require a POST or PUT
to it, also provide a schema to specify the format of the response.

8. Describe how your services are to be invoked using either a WSDL document,
or simply an HTML document.
3.3.6.13 RestEasy

RESTEasy is a JBoss project that provides various frameworks to help you
build RESTful Web Services and RESTful Java applications. It is a fully certified
and portable implementation of the JAX-RS specification. JAX-RS is a new JCP
specification that provides a Java API for RESTful Web Services over the HTTP
protocol. [34, RestEasy]|

RESTEasy can run in any Servlet container, but tighter integration with the
JBoss Application Server is also available to make the user experience nicer in that
environment.

3.3.6.13.1 RestEasy Features

Here are the features of RestEasy:
e Fully certified JAX-RS implementation
e Portable to any app-server/Tomcat that runs on JDK 6 or higher

e Embeddedable server implementation for junit testing
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e (Client framework that leverages JAX-RS annotations so that you can write
HTTP clients easily (JAX-RS only defines server bindings)

e Client "Browser" cache. Supports HITP 1.1 caching semantics including
cache revalidation

e Server in-memory cache. Local response cache. Automatically handles ETag
generation and cache revalidation

e Rich set of providers for: XML, JSON, YAML, Fastinfoset, Multipart, XOP,
Atom, etc.

e JAXB marshalling into XML, JSON, Jackson, Fastinfoset, and Atom as well
as wrappers for maps, arrays, lists, and sets of JAXB Objects.

e GZIP content-encoding. Automatic GZIP compression/decompression supp-
port in client and server frameworks

e Asynchronous HTTP (Comet) abstractions for JBoss Web, Tomcat 6, and
Servlet 3.0

e Asynchronous Job Service.

e Rich interceptor model.

e OAuth2 and Distributed SSO with JBoss AS7

e Digital Signature and encryption support with S/MIME and DOSETA

e EJB, Seam, Guice, Spring, and Spring MVC integration

3.3.7 Java

Java is a concurrent, class-based, object-oriented computer programming lan-
guage with minimum implementation dependencies as possible. Java aims to let
application developers to write portable and platform independent code. Java ap-
plications are compiled to bytecode (class file) that can execute on any Java Virtual
Machine (JVM) independent of computer architecture. Since 2014 Java is, one of
the most popular programming languages, especially for client-server web applica-
tions. Java was originally designe by James Gosling at Sun Microsystems (merged
into Oracle Corporation) and it’s first release was in 1995 as a core component of
Sun Microsystems’ Java platform. Java is related to C and C++ regarding it’s
syntax, but it has fewer low-level facilities than either of them [43, Java]. Since
May 2007, Sun relicensed Java under the GNU General Public License. Others
have also developed alternative implementations of Sun technologies, like GNU
Compiler for Java (bytecode compiler), GNU Classpath (standard libraries), and
IcedTea - Web (browser plugin for applets).

3.3.8 JavaScript

JavaScript (JS) is a dynamic computer programming language. Common
use of Javascript is to build client-side scripts to enhance user interaction, browser
controlling, asynchronously communication, and modify the document content that
is displayed. Javascript could be used in server-side network programming (with
Node.js), game development and development of desktop and mobile applications
[44, JavaScript].

Although JavaScript adopts many naming conventions from Java, the two
languages have minimum relationship. Object-oriented, imperative, and functional
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programming styles are some basic features of JavaScript. Additionally JavaScript
can be used outside of web pages - for example, in PDF documents, site - specific
browsers, and desktop widgets which is equally inportant. Nowadays JavaScript
VMs and platforms can be used to build server-side web applications something
that increased popularity JavaScript even more.

3.3.8.1 Web Audio API

Audio on the web has been in early stages so far and until very recently plugins
such as Flash and QuickTime were required in order to be delivered. The intro-
duction of the audio element in HTML5 was a significant step for basic streaming
audio playback. But, what if you want to develop more complex audio applica-
tions. For advanced web-based games or interactive applications, another approach
is needed. Web Audio Api, is a Javascript API specification which aims to include
the capabilities found in modern game audio engines as well as some of the mixing,
processing, and filtering tasks that are found in modern desktop audio production
applications [45, Web Audio API].

3.3.9 HTMLS5, JSP, XML
3.3.9.1 HTML5

HTML5 is a markup language which is utilized for organizing and presenting
content for the internet. It is the fifth review of the HTML standard and since De-
cember 2012, a candidate suggestion of the World Wide Web Consortium (W3C).
Its core proposes to improve the language with support for the latest multime-
dia while ensures readability by humans and comprehensibility by computers and
devices (web browsers, parsers, etc)[46, HTML5].

HTML5 attempts to define a single markup language that can be written both
in HTML or XHTML format, including detailed processing models to enhance in-
teroperability. Also HTML5 extends, improves and rationalises the markup avail-
able for documents, and introduces markup and application programming inter-
faces (APIs) for complex web applications. Further more, HTMLS5 is a candidate
technology for building cross-platform mobile applications. Many characteristics
of HTML5 have been created to be able to execute on low-powered devices (for
example smartphones and tablets).

More specifically, HTML5 introduces many new syntactic features. Some of
them include the new <video>, <audio> and <canvas> elements, as well as the
integration of scalable vector graphics (SVG) content (replacing generic <object >
tags), and MathML for mathematical formulas. These features are helping de-
velpers to include and handle multimedia and graphical content on the web pages
without having to use non-free tools and software. Also new elements, such as
<section>, <article>, <header> and <nav>, are designed to enhance semantic
content of documents. Further more, some of the old elements of previous versions
of HTML have been removed, deprecated or redefined such as <a>, <cite> and
<menu>. The APIs and Document Object Model (DOM) have been placed in
HTMLS5 specification. Finally HTML5 also takes care that syntax errors will be
treated uniformly by all conforming browsers and other user agents, defining in
some detail the required processing for invalid documents.

3.3.9.2 JSP

JavaServer Pages (JSP) is a technology which aims to help developers to build
dynamically web pages based on HTML, XML, or others. At first it was released
in 1999 by Sun Microsystems. JSP shares common features with PHP, but it uses
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the Java programming language instead. In order to utilize JSP, a compatible web
server, is required (for example as Apache Tomcat or Jetty)[47, JSP|.

3.3.9.3 XML

Extensible Markup Language (XML) is defined as a markup language that
consists a set of rules for formatting documents in order to be human-readable and
machine-readable. The XML specifications are maintained by the World Wide Web
Consortium (W3C). XML aims to maintain generality, simplicity, and usability in
the Internet. Practically XML is a textual data format with strong support via
Unicode for different human languages which is widely used for the representation
of spontaneous data structures (a typical example is messages of web services).[48,
XMLJ.

3.3.10 CSS3

Cascading Style Sheets (CSS) is a style sheet language intending to describe
the appearance and formatting of a document written in a markup language. Be-
sides of styling of style web pages and user interfaces (usually written in HTML
and XHTML), CSS3 can be used to any XML document, including plain XML,
SVG and XUL. CSS is a state-of-the-art specification of the web and almost all
web pages use CSS style sheets to portray their presentation [49, CSS3].

CSS is basically aims to separate document content from document presenta-
tion, including elements such as the layout, colors, and fonts. This separation leads
to content accessibility improvement, more flexibility and control in presentation
characteristics, enable several pages to share same format, is reducing complexity
and enables repetition in the structural content.

CSS can also permit the same markup page to be presented in various styles
for various rendering methods (for example on-screen, in print, by voice, or Braille-
based tactile devices). Further more it can be utilized to display differently a web
page depending on the screen size or device on which it is being viewed. Despite
the fact that usually the developer of a document links that document to a CSS file,
readers can utilize different style sheet, perhaps depending on their own computer,
to override the one the author has specified. On the other hand, if the author or
the reader did not link the document to a specific style sheet the default style of
the browser then will be used. Also when more than one rule matches against a
particular element, CSS specifies a priority scheme to determine which style rules
will be applied. In this technique, priorities or weights are estimated and assigned
to rules, so that the results are predictable. The CSS specifications are maintained
by the World Wide Web Consortium (W3C). Internet media type (MIME type)
text/css is registered for use with CSS by RFC 2318 (March 1998), and they also
operate a free CSS validation service.
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Chapter 4

Analysis of implementation -
Methodology

4.1 Client - Server model

The client - server model of computing is a distributed application structure
that partitions tasks or workloads between the providers of a resource or service,
called servers, and service requesters, called clients. Often clients and servers com-
municate over a computer network on separate hardware, but both client and server
may reside in the same system. A server host runs one or more server programs
which share their resources with clients. A client does not share any of its resources,
but requests a server’s content or service function. Clients therefore initiate com-
munication sessions with servers which await incoming requests [50, Client - Server
model|. Examples of computer applications that use the client - server model are
Email, network printing, and the World Wide Web.

4.1.1 Server analysis

Server is responsible to check visitor’s credentials. He is sending queries to
our database and determines if login data are correct. If login data are correct,
then user role is specified. Our system supports several levels of security according
to four kind of roles: role of gamer, role of administrator, role of secure user and
role of tester. Each role interact with the system in different way. Depending
of visitor roles server is displaying predefined web pages. For administrator role
he is displaying administrator pages, for gamer role he is displaying gamer pages,
for secure user secure user web pages and for tester role web pages of tester. If
login data are not correct, visitor have to provide system with correct data or to
register. Additionally, if visitor is not remembering his credentials can retrieve them
using his email. Finally, server is receiving queries with gamers score’s from each
game, saves them in database and sending them back to client as XML messages
Figure 4.1.
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Figure 4.1: XML data messages

4.1.2 Client analysis

In client side takes place the interaction of visitor with our application. De-
pending on his role this interaction varies. A description of each role is given in
the list below

e Role of administrator is responsible for user management. He can add, delete,
edit, search for a user in our user database.

e Role of Gamer is our basic role. Server is displaying appropriate game pages
to users. He can practice with our game collection, save and retrieve his
scores to system database and finally study his performance through system’s
statistical graph data.

e Role of secure and role of tester also provides us with two extra levels of
security. We are not going to focus to these extra roles as their are out of the
scope of this thesis.

Also in client side our game collection exists. Games are executed in a browser
as Java applets and/or as JavaScript applications. In both forms, games are taking
input from microphone, estimating sound parameters, in our case pitch and inten-
sity, calculating score values and then they are sending scores to server as HT'TP
requests. Finally client, receives all score values through time from server as XML
message, parse it and displays embedded graphs in Web Page for further studying.

For the purposes of our thesis we are going to describe each task and sequence
of actions that are supported of our system in terms of UML for better representa-
tion [51, UML]. Each service that is provided will be analyzed. Further more, the
structure of our system is being presented through UML diagrams. We provide
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description of our system’s actors, entities that take part in our system, relation-
ships between them, deployment diagrams, class diagrams, components diagrams,
activity diagrams and sequence diagrams.

4.1.3 Actor description

For our system description we match each role with an actor with same re-
sponsibilities.
4.1.4 Use case diagrams

The use case diagram of our system is shown below. We are displaying each
actor and it’s possible use cases. Also we provide a short description, trigger
conditions, goals, preconditions and failure states of each use case respectively to
each role.

Registt
Get All Users
( Pitch Game Java Implementation

Delete User
( Pitch Game Javascript Implementation )\

Manage Users ( Intensity Map Game J/
Add User
/\
Alter User Spectrogram

Intensity

Administrator

Gamer

Figure 4.2: Use Case Diagram

Use case preconditions: For all use cases an internet connection has to exist
between client and server. Also, the visitor has to enter his credentials or to register
in our system. Finally, for spectrogram option and JavaScript applications the
user has to run game applications with Google Chrome browser. For Java Game
the visitor has to install Java in his System with our certification for enabling
microphone access.

Administrator:

e Get All Users: Visitor of web site enters administrator data. Then server
displays administrator’s web pages to visitor. Administrator can review all
user data from server’s database. After checking data administrator can
return to home page or logout from web site.

e Manage Users: Visitor of web site enters administrator data. Then server
displays administrator’s web pages to visitor. Administrator gets access to
user data. He can modify user data, add and delete user. These operations
are described below:

— Add user: Administrator enter’s user’s data that he desires to create and
press "Add User" button. If user does not exist in database then a new
user is created with the role that is selected. Success page of adding user
is displaying. If the user already exists, then the user has to try again
and choose different username. Failure of adding web page is displayed
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Admin Area Users Administration
Since our web site DOES have security, including securing areas by role, only logged in users with the admin role can visit this web page because
it's in our admin area.
Here is information on our users from the data store:
UserID Username Password Email School Role permissions
10 myapos Apostolakis1981!@=5% myapos(@yahoo.com Moires admin
12 myapos2 Apostolakis1981!@=5% myapos(@yahoo_com Moires user
21 myapos3 Apostolakis1981!@#5% myapos(@yahoo com Moires tester
22 guest Apostolakis1981!@#5% test test secure
23 test Apostolakis19811@#5% test(@test com test tester
24 mkountsog Apostolakis1981!@#5% mkoutsog(@csduoc.gr csd secure
26 testreg Apostolakis1981!@=5% user
27 user Apostolakis1981!@=5% user
Home | Log Out

Figure 4.3: Get All Users printscreen

from server. After adding anew user to the database, administrator can
return to home page or logout from web site.

— Delete user: The administrator has to know the username of user. He
enters user’s username and presses "Delete User" button. A delete op-
eration in our database is happening. If everything is ok then a success
web page is displayed. If the user does not exist in the web page, the ad-
ministrator has to try again. After deleting the user from the database
administrator can return to home page or logout from web site.

— Alter user: The administrator has to know the username of user. He
enters user’s username and presses "Alter User" button. An alter oper-
ation in our database is happening. If everything is ok then a success
web page is displayed. If the user does not exist in the web page, admin-
istrator has to try again. After altering the user’s data from database,
administrator can return to home page or logout from web site.

Gamer:

e Pitch Game Java Implementation: The visitor of web site enters Gamer’s
data. In next step he selects Pitch Game with Java implementation. After
that he selects pitch from pop up list. This value is the pitch that Gamer
wishes to train with. When he selects pitch and presses OK, then graphical
user interface of pitch game is displayed. The Gamer has to try to land the
starship on the asteroid only by changing the pitch of his voice. The starship
is looping over the space until starship lands on asteroid. If the Gamer
succeeds then a second pop up window displays with several options. Gamer
can select to play again, stop or study graph results. In each option, game is
executing again or Gamer can logout of our system. If he selects to see graph
results then the client is communicating with server in order to send his score.
Score for a single game execution is calculated with the following equation,
where "numberOfTries" is the number of passages of starship through screen.

score = 100/numberO fTries (4.1)

After the Gamer’s scores is sent to the server, server responds with all pre-
vious scores that he achieved from the beginning of his registration in our
system. Because we want to display performance per day, average value of
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Figure 4.4: Manage users printscreen

game executions per day is calculated. As final step, average values per day
are being displayed as a pop up window to the Gamer (Figure 4.6).

Pitch Game JavaScript Implementation: The visitor of the web site enters
Gamer’s data. In next step he selects Pitch Game with JavaScript implemen-
tation. After that, the system asks the Gamer to allow access to microphone.
Next the Graphical User Interface is displayed where the Gamer has several
options. He can drag and drop the asteroid to position he wishes to train.
Position of asteroid stands for pitch height. However, the Gamer can cali-
brate maximum and minimum pitch that he produces with his voice. This
option is implemented as an extra feature in order to cover all varieties of
the Gamer’s voice. Usually children’s have a more high frequency voice from
adults. Despite this fact, an adult Gamer can use our system too with this
option. Predefault values are introduced. After setting game’s configuration
the Gamer can actually play pitch game and try to land the starship on the
asteroid only by changing the pitch of his voice. Same scenario as in Java
implementation exist here too. Score is calculated respectively to equation
4.1. After landing starship on the asteroid, client is sending the score of
game to the server and the server responds with the score values of old game
executions. Average value per day is also calculated and results are displayed
in an embedded graph in our web page. After studying the graph results he
can logout from system (Figure 4.7).

Intensity Game: The visitor of the web site enters the Gamer’s data. In
next step he selects the Intensity Game. After that, the system asks the
Gamer to allow access to microphone. Next the Graphical User Interface is
displayed where the Gamer has several options. He can drag and drop the
asteroid to the position he wishes to train. The position of asteroid stands
for intensity value (Sound Pressure Level). Nevertheless, the Gamer can
calibrate maximum and minimum SPL he can produce with his voice. This
option is implemented as an extra feature in order to cover all the varieties
of the Gamer’s voice. Predefault values are introduced. After setting the
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Please help starship with your voice to land in planet

Figure 4.5: Pitch Game - Java implementation printscreen

game’s configuration, the Gamer can actually play the intensity game and
try to land the starship on the asteroid only by changing the loudness(SPL)
of his voice. Same scenario as in pitch games exist here too. Also, score is
calculated respectively to equation 4.1. After landing the starship on the
asteroid, the client is sending the score of the game execution to the server
and the server responds with score values of old game executions. Average
value per day is also calculated and the results are displayed in embedded
graph in our web page. After studying graph results he can logout from
system (Figure 4.8).

Intensity Map Game: The visitor of the web site enters the Gamer’s data.
In next step he selects the Intensity Game. After that, the system asks the
Gamer to allow access to microphone. Next the Graphical User Interface is
displayed where the Gamer has several options. The Graphical User Interface
is consisting of three asteroids in different positions. Each position of aster-
oids stands for intensity value (Sound Pressure Level). Several combinations
of asteroids in several predefined heights are available through the form of
loudness exercises. The Gamer can select and practice with them. Also, he
can calibrate with the maximum and the minimum SPL he can produce with
his voice. This option is implemented as an extra feature in order to cover all
varieties of Gamer’s voice. Predefault values are introduced also. After set-
ting game’s configuration Gamer can actually play intensity map game and
try to land starship on each asteroid only by changing the loudness(SPL) of
his voice. In this case game scenario is different from previous games. Gamer
has to land spaceship in each asteroid. Here, the spaceship is not looping
over space. The spaceship is passing through the space just once. So the
Gamer have only one try. Score is calculated respectively by the equation
I.2 where "scoreFactor" is the ratio "numberOfAsteroidsLanded" divided by
"numberOfAsteroidsInMap"
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score = 100 x scoreFactor (4.2)

After score calculation, the client is sending the score of the game exe-
cution to the server and the server responds with the score values of the old
game executions. the average value per day is also calculated and the results
are displayed in an embedded graph in our web page. After studying the
graph results he can logout from system (Figure 4.9).

e Spectrogram: The visitor of the web site enters the Gamer’s data. After
that, the system asks the Gamer to allow access to microphone. Next the
Graphical User Interface is displayed the where Gamer has several options.
The Graphical User Interface is consisting of special section where the spec-
trogram of Gamer’s voice is being drawn. Also, there is another section where
reference spectrogram for several vowels and consonants are being available.
The Gamer has to produce several phonemes such as /o/, /e/, /o/, /\/, /o/,
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Figure 4.8: Intesity Game - JavaScript implementation printscreen

Jo/, Jv/, Jo/, |8/, /T/, compare them with the reference ones, and record
his notes. Then can press "try again" for a new game effort. We have to note
though that the whole process is better to be executed with the supervision
of voice specialists in order to estimate differences in results and to instruct
the Gamer how to pronounce the phonemes so that the Gamer’s spectrogram
matches the reference spectrogram. After comparing the spectrogram graph
the Gamer can logout from the system (Figure 4.10).

4.1.5 Package diagram
4.1.5.1 Client package diagram

In this section we present package diagrams for client side (Java implementa-
tion).

In Figure 4.11 are displayed all packages who exist in client side and how
they communicate with each other. Each package has different functionality and
serves a different purpose. For instance, package Rocket is responsible to draw
Graphical User Interface and to manage the animation of the spaceship. Also, is
responsible for the communication with the server when a game target is accom-
plished. Similarly, package chart is used to display performance graphs to the user,
and packages Loudness and PitchDetector to calculate intensity and pitch of voice
input respectively.

4.1.5.2 Server package diagram

In this section we present package diagrams for server side.

In Figure 4.12 are displayed all packages who exist in server side, how they
communicate with the client user interface and the database. Here is a short
description of each package and it’s functionality.

e Servlet. This package contains all necessary classes for user management.
Supported actions are "add a user", "delete a user", "alter user’s data",
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Figure 4.9: Intesity map Game - JavaScript implementation printscreen

"retrieve all user data from database", "send email" if someone has forgotten

his password, "log in", "log out" and "register".

Apache Shiro. This package contains all necessary classes for user data au-
thentication and verification.

RestEasy. This package contains all classes which are needed by the server in
order to communicate with client. RestEasy package is an implementation of
REST architecture and is used in order to deploy our RESTFul web service.
Scores data are serialized in xml messages and are sent back to client side.

HibernateModel. This package contains all classes which are needed by the
server in order to model our E-R database schema using hibernate frame-
work. All tables, constraints and relationships of our database are modelled.
Hibernate is responsible to communicate with our database using HQL lan-
guage. Hibernate offers to our application an extra layer of abstraction as
we could replace easily our MySQL database with another, without having
to modify our code.

Also, in server side exists our database schema which contains all of our data

which are used by our web application. These are personal information of users,
their scores etc. For more details see section "Database schema E-R diagram".

4.1.6 Class diagrams

In this section we present class diagrams for server and client side. Client

side, refers to java implementation of pitch game. Every class diagram, represents
classes and associations for each package. The classes who are depicted to have no
associations, for each package either provide an independent functionality to the
system so it is not required to be used from another classes or they are used by
classes who belong to different packages. Finally, we provide general class diagrams
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where it is represented every association between all classes of our system regardless
of what package every class belongs to.

4.1.6.1 Client class diagram

In this section we present class diagrams for client side (Java implementation
- pitch game) .

In Figure 4.18 are displayed all classes from all packages which are used in
client side. Each class diagram for each package are described in next diagrams.
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In Figure 4.14 are displayed all classes from package "Loudness". These
classes are used to calculate intensity of input signal. Basically, the sound pressure
level (SPL) of input is measured. If the result of this calculation is below a thresh-
old, which we have already defined, then very low energy signals (noise) from the
environment is ignored [52, Tarsos|.

) converter
afis Yin | 3
1

| 4

AudioFloatinputStream

AudioFloatConverter PaintComponent

Figure 4.15: Pitch Detector Class Diagram

In Figure 4.15 are displayed all classes from package "PitchDetector". These
classes, are used to calculate pitch of input signal. Input from microphone is
received and processed according to YIN algorithm in order to calculate pitch [52,
Tarsos|.

MyXYChart

Figure 4.16: Chart Class Diagram

In Figure 4.16 are displayed all classes from package "myXYChart". These
classes use JFreeChart library in order to produce performance chart. In the be-
ginning, scores data are received as input from server. Next, data are processed
and are displayed in performance graph .

PaintingRocketimages InputSlider ScoresDataModelRow
scores
t *
] ndeg

1 <

Input
scor esDat es - je
ScoresDates L @»— TestDialog —<—  ScoresDataModel
dat aRows
1

DataRows 3 DetectPitchSound

Figure 4.17: Rocket Class Diagram

In Figure 4.17 are displayed all classes from package "RocketClassDiagram".
These classes, are responsible for Graphical User Interface management and for the
animation of spaceship. They consist the core package of our system. Furhtermore,
we can note that the class ScoresDataModel uses many objects of class ScoresData-
ModelRow. These classes, are used to save scores data, which are received from the
server. In next step, data are sent to the package MyXY Chart for graph production
and display.

4.1.6.2 Server class diagram

In this section we present class diagrams for server side per package.
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In Figure 4.18 are displayed all classes from all packages which are used in
server side. Fach class diagram for each package are described in next diagrams.

I RoleSecurityRealm I

Figure 4.19: ApacheShiro Class Diagram

In Figure 4.19 are displayed all classes from package "ApacheShiro". These
classes are used to authenticate and authorize user of our system. RoleSecuri-
tyRealm uses hibernate in order to retrieve user’s credentials, decide the role of
user and display the right web pages of our web application.
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Figure 4.20: Hibernate Model Class Diagram

In Figure 4.20 are displayed all classes from package "HibernateModel".
These classes are used to map entities and relationships of our database schema
with Java objects. As we mentioned in previous sections, hibernate and HQL offers
to us an extra layer of abstraction because it gives the developer the capability to
choose free the type of database (Derby, Oracle etc) he wants to use with minimum
effort and modifications of the system.

In Figure 4.21 are displayed all classes from package "RestEasy". These
classes enhance server with the capability to receive and to respond to http requests.
The HTTP requests include information from client such as user id, game id and
scores. The scores are saved to database using hibernate and after that server
is responding to client with scores of old game executions in the form of XML
messages. The client receives the XML messages, processes them and displays to
the user his performance graphs.

In Figure 4.22 are displayed all classes from package "Servlet". Supported

actions are "add a user", "delete a user", "alter user’s data", "retrieve all user data

from database", "send email" if someone has forgotten his password, "log in", "log

out" and "register".
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Figure 4.21: RestEasy Class Diagram
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Figure 4.22: Servlet Class Diagram

4.1.7 Activity diagram

4.1.7.1 Client activity diagram

In this section we present activity diagrams for client side (Java implemen-
tation). No further description is provided as they are quite informative and self

explanatory.
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Figure 4.23: Game activity diagram
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Figure 4.24: Spectrogram activity diagram



4.1.7.2 Server activity diagram

In this section we present activity diagrams for server side. No further de-
scription is provided as they are quite informative and self explanatory.
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Administrator presses 'Add User’ System displays 'User exists’
button Web page
N

[Yes]

Is user alreafly in database?
[No]

Administrator fills in new
user data form

User added
succesful ly

Figure 4.25: Add user activity diagram
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Administrator 'Manage Users’

Web page
\
Administrator fills in alter Administrator fills in alter
user data form user data form
N
\ 4
Administrator presses 'Alter User’ System displays 'User exists’
button Web page
N

[Yes]

Is user alreafly in database?
[No]

Administrator fills in new
user data form

User altered
succesful ly

Figure 4.26: Alter user activity diagram
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Administrator 'Manage Users’
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Administrator presses 'Delete User’ System displays 'User exists’
button Web page
N

[Yes]
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Figure 4.27: Delete user activity diagram
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Figure 4.28: Register user activity diagram
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Figure 4.29: Forgot data activity diagram
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Figure 4.30: Login activity diagram
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4.1.8 Sequence diagram
4.1.8.1 Client Sequence diagram

In this section we present sequence diagrams for client side (Java implemen-
tation). No further description is provided as they are quite informative and self
explanatory.

Tomcat Server

with MySQL Database

Gamer -
I 1

i ] i
ST garTE B ]

Z1Ect Gare -

[ TEptEy Eeteerea ge e mEerface
- CEpEy Se1eCied game mterface
FEaire SUppored. NETUmanE OBy

t z I:I'Clpi ane pE"TIESI:II"I.:

[Take nput from microphane]

Iva 3 [T+
- T - —
Me Menace dispay
S — g oTgare Score s dsplming | =ve Scares -

Flay sganar depisy resuns?

loop

[play again==truz]

Faature suppomed. INET U Ns dEpEy.

Tt garne cethrgs -
s e display Wit e e s |

- Erd of game . Scare & displaying Tave scares -
- Flay @ganar dEpiay Tesuns?

DEplay resus

——CETUEE TR deEy P

DEpEy Qrapn resuns

Tve s anE TR .

| Deny microphore access . — T T T T T

- RN R

e
-
e

Figure 4.31: Game sequence diagram
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Figure 4.32: Spectrogram sequence diagram

4.1.8.2 Server Sequence diagram

scription is provided as they are quite informative and self explanatory.

In this section we present sequence diagrams for server side. No further de-
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Figure 4.33: Add users sequence diagram
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Figure 4.34: Alter user sequence diagram
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Figure 4.38: Login sequence diagram

4.1.9 Database schema, E-R diagram

In this section we present E-R diagrams for our database schema which lies
into our server. We modeled all basic entities of our system and their relationships.
User, roles, scores, games, levels, type of each game are depicted in Figure 4.39 as
tables and relationships in our database. Each table has it’s own properties and
relationship which is defined from system’s requirements.
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A short description of each entity and relationship is given below.
Entities:

e User. In this table credentials of each user are saved. Attributes of this table
are (user_id, username, name, surname).

e Roles. In this table roles of each user are saved. Attributes of this table are
(id,role). Several roles are provided with different rights. These are (admin,
secure, user).

e Levels. In this table levels of each game are saved. Attributes of this table are
(level_id, level_description). Several levels are provided (easy, medium,
difficult)

e Game. In this table information of each game are saved. Attributes of this
table are (game_id , game_name, type_of_game_id). In our system three
types of games are supported (spacecraft, pitch, vowel game).

e Type of game. In this table type of game is are saved. Attributes of this
table are (type_of_game_id, type). Each game has a type. In our system
three types of games are supported (intensity, pitch, vowels).

Relationships:

e Role Of User. It’s a one-to-many relationship. One user can have many roles.

o Game-type-relation. It’s a one-to-many relationship. One type of game can
be matched to many games.

e Scores. It’s a many-to-many relationship. This is a relationship between
three tables (table user, table game, table levels). Many users can play many
games in many levels. It is represented in our schema as an extra table. It’s
attributes are (id,game_id, level_id, tries, timestamp, scores). Also, scores,
number of tries and date of calculation of our games are saved in this table.

In Figure 4.40 we can examine our database schema as it is represented by
phpmyadmin designer tool.
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Figure 4.40: Database schema
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Chapter 5

Evaluation

5.1 Introduction-Method

The evaluation of such a system are in long-term the children themselves
which by practice the show or not improvement. In most cases though, the pre-
evaluation of ths system is held by experienced users of speech. This kind of
users could be experienced speech therapists. In order to evaluate our system we
created a questionnaire for filling up by speech therapists. The evaluation gave
details about the effectiveness, feasibility and accessibility of the our system in
the treatment of speech by hearing-impaired children.The results of evaluation is
depicted below.

5.2 Results

Evaluation questionnaire
Please answer the following questions in the range 0-10.

1. Do you think that experience with computers is necessary to be able to use
this system? 8

2. Do you think that phonetic knowledge is necessary to work with this system?
10

3. How did the system meet with your expectations? 10

4. Was the system easy to handle? 10

5. Did you consider the training as meaningful? 10

6. Were the performance graphs useful? 10

7. Were the performance graphs easy to use? 10

8. How was the system from a pedagogical point of view? 10

9. Do you think that game interaction with the children is easy?(Pitch:10, In-
tensity:10, Articulation:8)

10. Do you think that visual feedback of games is easy to understand by children?
8

11. Was the game reliable in terms of giving consistent and correct feedback? 10
12. For which age group is this kind of game appropriate? 5 +

13. Do you think that children are motivated to train with the system? 10
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14. Did you miss the possibilities to train something? If yes, what? No. The
tool serves it’s purpose.

15. Would you like to see more games in our system? yes
16. Would you like to see more extensions in our games? yes

17. How important is the remote access to the system, to speech therapy proce-
dure? 10

18. How speech therapy procedure could benefit from online speech therapy
tools?

e Accurate data on the progress and development of the program
Pathologists.

e The data is accessible via internet and thus "always" available,
which facilitates therapists and saves time because you do not
need to take notes on the progress of the treatment program.

e Some operations can be done in the natural environment of
the child via computer. The results of these activities can be
discussed with parents and expedite treatment plan under the
supervision of the speech therapist.

e Teachers or any other interested parties can be informed im-
mediately of the disorder or for the development of the ther-
apeutic program of the child, since the data is available via
internet.

e When such activities through computer is through play, chil-
dren have a strong incentive to engage in and participate en-
thustastically in the therapeutic process.

5.3 Discussion

As we can see in answers of evaluation questionnaire our system requires user
to have experience with computers in order to be used. Also phonetic knowledge
is required in order to work with this system. This is reasonable because of the
existence of spectrograms where someone has to know how to evaluate them in
order to be used. Also as we can notice our system is quite easy to use with
pleasant pedagogical interaction and performance graphs are quite important in
terms of usefulness. Furthermore, visual feedback is quite easy to understand
and quite reliable. Finally in last question we can see that online speech therapy
software tools are very important in speech therapy procedure because they help
therapists to save time, to have better tracking performance of each child through
performance graphs and for children to have strong incentive to engage in and
participate in the therapeutic process.

82



Chapter 6

Comparison with other
commercial tools

As we mentioned in our introduction the main disadvantage of the existing
tools is that they are developed for commercial use. Therefore, the cost to obtain
a speech therapy tool is quite high especially if it is oriented for public use (e.g
in public schools for educational purposes). Moreover, these tools are not easily
adaptive and flexible. As they are oriented for standalone commercial use, the
update process lasts in time and costs money as most of the times to get an
updated version requires to pay for the whole program again. Furthermore, none
of the tools is developed for use by Greek children. These disadvantages are faced
through our system. Our system provides

o Low cost

e Easy access

e Real time spectrograms through web is a new feature.
e Flexibility and adaptation to user profile

e No installation restrictions.

e Platform independence

e Low cost in memory and CPU requirements

e Versatility

e Code re-use is another positive side-effect of Web services’ interoperability
and flexibility. One service might be utilized by several clients, all of which
employ the operations provided to fulfill different game objectives. Instead
of having to create a custom service for each unique requirement, portions of
a service are simply re-used as necessary.
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Chapter 7

Conclusions and Future Work

7.1 Requirements and Restrictions

Basic requirements of our system is that user of our system must have access
to the internet. Since we run our game through browser, our system is platform
independent. User can access our system through all platforms that can run all
mainstream modern browsers such as Mozilla Firefox, Google Chrome, Safari etc.
Restrictions of our system are produced due to browser behaviour deviation. All
browser has to run Javascript and Java. More specifically browsers have to support
Javascript Web Audio APT in order to take access to microphone data. This feature
is present for Google Chrome browser but not in other browsers. Since Web Audio
APT is a new API that is growing up every day we expect other browsers to support
it too. In Figure 7.1 we can see which browser versions supports Web Audio
API. As someone can see most modern browsers are changing their policy and are
starting to support Web Audio API.
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Firefox versions < 25 support an alternative, deprecated audio API.

Figure 7.1: Web Audio support/browser version

Similarly we provide Java implementation for pitch game. We could also select
Java for other games. Restrictions for our Java implementation exist too. These
restrictions are produced since Oracle decided to change his policy towards Java
applets, releasing new updates for security reasons. Until now a common scenario
for development with Java Applets was:

e The developer developed Java application

e The developer was signing Java application with a self certificate
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e The developer was releasing his self certificate (for example in his personal
web page)

e The user was installing developer’s self certificate

e The user run’s Java applet

But since Java 7 Update 45 CPU this scenario was modified. Self certificate
is not acceptable any more. Developers has to buy a code signing certificate from
companies like Commodo or Thawte. These code signing certificates usually are
expensive to buy. If a developer has not such certificate, then his application is
blocked for security reasons. Latest release of Java is Java 7 Update 67 Limited
Update (August 4 2014) which is blocking self signed applications.

For our project we used Java update 21 (April 16 2013)and we signed our
code with our personal certificate in order for the system to allow execution. Our
personal certificate was created with OpenSSL and installed in our browser. If
a newer update of Java is installed then our application is blocked too. So this
restriction is very serious one because converts Java into a non flexible language for
an independent developer. In Figure 7.2 we can see a list of latest Java Updates

Java T Releases Release Date
Java 7 Update 67 Limited Update August 4, 2014
Java 7 Update 65 CPU July 15, 2014
Java 7 Update 60 Limited Update May 28 2014
Java 7 Update 55 CPU April 15, 2014
Java 7 Update 51 CPU January 14, 2014
Java 7 Update 45 CPU October 15, 2013
Java 7 Update 40 Limited Update September 10, 2013
Java 7 Update 25 CPU June 18, 2013
Java 7 Update 21 CPU April 16, 2013
Java 7 Update 17 - Special Updat-.=.3 March 4, 2013
Java 7 Update 15 CPU - Special Update February 19, 2013
Java 7 Update 13 CPU February 1, 2013
Java 7 Update 11 EPU2 January 13, 2013
Java 7 Update 10 Limited Update December 11, 2012
Java 7 Update & CPU October 18, 2012
Java 7 Update 7 - Special U|:\v|:|:a'ce1 August 30, 2012
Java 7 Update & Limited Update August 14 2012
Java 7 Update 5 CPU June 12, 2012
Java 7 Update 4 Limited Update April 268 2012
Java 7 Update 3 CPU February 14, 2012
Java 7 Update 2 Limited Update December 12, 2011
Java 7 Update 1 CPU October 18, 2011
Java 7 Release Juby 28, 2011

Figure 7.2: Java updates releases

7.2 Implementation issues and time-restrictions

The suggested implementation roadmap of the project is consisted of two
independent parts. The first part is the development of the applet and Javascript
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games and the second part is the development configuration and deployment of
the application server. These two parts could be either developed by a single team
sequentially or by two teams in parallel.

7.3 Extensions Future work

Based on the time limitations, this thesis focused on the development of the
Java applet and HTMLS5 - Javascript games initially and the integration to Apache
Tomcat in a later stage. Also, three speech properties are incorporated in our
development. On future collaboration, more games could be developed in order to
test more speech properties and more statistical graphs. These could be included
in extended collection of browser games where a bunch of speech properties could
be tested in order to give even more possibilities to children. These could be apart
for the above mentioned

e Speech waveforms

Prosody

Speech rate

Spectrograms

Phoneme pronunciation

Articulation and coarticulation

7.4 Conclusions

The main focus of this thesis was to create an online, 24-hour, non-commercial
and educational platform that will help children with hearing problems to train
their voice. This system is intended to be used by children of ages 5-12 with
the presence of speech therapists. Firstly we collected data about existing speech
therapy software tools and we studied types of feedback that could help us to
achieve our purpose. In second step we took advantage of this bibliography research
and developed games which could help children train with voice intensity and
voice pitch. Also, real time spectrograms are being drawn which are useful for
visual identification of consonants, aiming on training children with visual feedback.
Scores of each user are saved in our server and special graphs can be produced
in order to follow user’s performance. Evaluation is being provided by speech
therapists.
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