Improving Datacenter Operations Management using Wieless Sensor Networks

Panagiotis Garefalakis

Institute of Computer Science
Foundation for Research and Technoldgdgllas
Heraklion GR-70013, Greece
poaref@ics.forth.gr

Abstract— Increasingly larger datacenters constructed to sge

Internet-scale enterprise and Cloud computing workbads are
creating significant challenges for the managemensystems
designed to operate them. In this paper we presetie design
and implementation of a management system that usegrver-
attached wireless sensors to create an auto-configng

wireless-only monitoring network that can be usedd address a
number of challenges in the area of datacenter opations
management. We exhibit the use of this wireless meork in

tracking the physical location of servers and in toubleshooting
connectivity problems in the wired datacenter netwik

infrastructure. Our system is implemented as an exnsion to
the Nagios distributed monitoring and management sstem
and demonstrated to provide continuous awareness dhe
physical location of the server infrastructure as well as insight
into wired network partitions under switch failures.

Keywords- Wireless sensor  networks, Datacenter
management

l. INTRODUCTION

Datacenter management tools are critical for the

administration of large, enterprise-scale datacent&he
high complexity of configuration management in such
centers requires significant expertise by largemteaof
human administrators. Running a datacenter is fawith
significant difficulties that have to do with marag
complex configurations, the provisioning of hardevaand
software, change management, etc. Several systachsas
Autopilot [9], SmartFrog [8], and others have beeoposed
with the goal to tame the complexity of operating
datacenters. However many data center
problems are still not fully solved, thus keepinget
complexity and cost of running a datacenter high.

While the spectrum of existing challenges is venyall,
in this paper we aim at providing a novel solutiontwo
important such problems: First, to automaticallyedeine
the physical locations of servers over time andp hel
administrators be aware of their positions as veall be
notified of any changes. Second, automatically aiceng
the status of servers (whether they are alive @y when
transient failures in the wired network infrasturet prohibit
the use of standard methods such as the exchange
heartbeat/ping messages. Our technical solutiorbdth
problems relies on the use of an auto-configurinigless
sensor network (WSN) based on the IEEE 802.15.
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(Zigbee) protocol that we integrated with a popldgen-
source distributed monitoring and management system

The use of distributed monitoring and management
systems such as Nagios [1] and Ganglia [13] offaes
ability to monitor and collect information aboutvariety of
services and is an essential component for redutiieg
complexity of IT operations management in dataagsnte
Distributed monitoring and management systems &lyic
run periodic checks on user-specified datacentsourees
and services. Resources that can be monitored daclu
memory usage, disk usage, CPU load, and the nuotber
currently running processes. In addition many ssidiems
support user-specified extensions (add-ons or piugs
they are typically referred to) that can furthemgiify the
configuration and management of large scale systéms
user-friendly Web-based graphical user interfaceften
provided. Systems such as Nagios and Ganglia aitble
in open source form and have thus become populartau
their extensibility and ease of use.

In this paper we propose extending the functiopalit
an open-source monitoring and management system
(Nagios) by integrating it with an auto-configurikigireless
Sensor Network. Events such as temperature riséovai
energy consumption etc can be correlated with thesipal
location of the affected resources based on theakig
strength of sensors (Received Signal Strength &talicor
RSSI) [6]. While positioning solutions using Satellbased
global Position Systems (GPS) have been previously
roposed, Zigbee devices offer a more viable positg
thod using existing infrastructure, in closedcggsa and
without a large impact on operating expenses. Tgakifl
advantage of Nagios and Zigbee capabilities cae giy
critical information about server location and gsatwhich
could not be fully determined before. We have hailtauto-
configuration capability into our IEEE 802.15.4 Heg
WSN to ensure a low-impact overall solution to dataer
operations management.

The remainder of our paper is structured as follows
Section Il describes the design and the main coemisrof
the system. Section Il introduces terminology dedcribes

r implementation in more detail. Section IV disses
related work. Finally we present an evaluation afr o

Erototype in Section V and our conclusions in SeT¥|.



IIl.  DESIGN

We assume a typical datacenter architecture camgisf
racks of server blades interconnected via a wiretivork
infrastructure [4][5] as depicted in Figure. A key

component of the management system presented sn thi"

paper is a wireless sensor network (WSN) intercotimg

plugins typically use. Our system consists of twaim
software components: TA&SN agent and theWSN plugin
that reside on managed systems and on the managemen
server respectively (Figure 1), jointly referredamthe/WSN

vice. The system goes through an initial phase of auto-

configuring the WSN, periodically performing re-

sensors (we use |EEE 802.15.4 Zigbees) physicall§0nﬁguraﬂ0n actions to adapt to changes in theedging

mounted on each server. A second component ofygtera
is @ management server equipped with a wirelessosemd
using a database repository for storing systemigorstion
information. Our design allows the use of multiple

management servers to achieve wide coverage ot larg

datacenter floor spaces; for simplicity howeverthis paper
we focus on the use of a single management se@uar.
software architecture consists of an extended aersf the
Nagios management system (hosted on the managem
server) that controls a number of WSN agents hostedll
managed servers in the datacenter as shown ind=igur
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Figure 1. System architecture.

Nagios monitors datacenter resources (such asggese
running on servers). Such resources are modelsehdses
that are associated with management information and
current status. Nagios monitors datacenter ressuhteugh
the use oplugins. Each plugin contains expert information
about how to gauge the status of a service andsraln
script execution to mine the necessary informatiR@mote
execution of scripts is supported via themote plug-in
executor (RPE). Nagios periodically invokes known
plugins, which report on the status of datacergepurces.
Whenever a service changes state, a handler can
triggered to notify an administrator or to take regtive
action (such as restarting a non-responding serwc
script execution. State changes and other infoonati
detected by plugins are also stored in log files.

Our management system effectively provides Nagio
with a wireless communication path operating inafial to
the standard wired-network path that all standastjids

S

infrastructure. Following the initial auto-configiion phase
the system goes into a periodic schedule of dataction
activities.

A. Auto-configuration phase

A WSN agent is deployed across each managed server
with the responsibility to interface and contrdd Ibcally-
attached wireless sensor device. It is notifiedhmnarrival
of, WSN control messages, which it processes taking

E‘s’ﬂ)tecific actions. A straightforward method to eesul

servers contain the WSN agent is to deploy the tagén
server boot time (or at provisioning time) alongthwthe
operating system (OS) image and application bisarie
Systems such as Autopilot [9] and IBM Tivoli Prdeising
Manager [11] support this method by storing OS ie%ig a
repository and deploying them on new servers onahein

The next step in the auto-configuration procesgois
configure the wireless sensor attached to eactesemhis
process is initiated by the Nagios management serve
(specifically, by theWSN plugin shown in Figure 1) by
broadcasting an initialization message (callREPORT
RACKS) aimed at all servers. The aim of this messade is
discover all wireless devices along with the ralekyt are
part of. We assume that a server can determineads
automatically by using methods such as network sttimg
(assuming each rack is assigned to a differentibipet as is
typically the case in datacenters), or by invokspgcial
management interfaces. Upon receipt (REPORT RACKS
message, each wireless device obtains the rackifiden
from its attached server and reports it via a wgticasponse
message to the management server. The managemeatt se
stores each wireless device’s MAC address andliad& a
local repository.

After collecting information about wireless devices
across the entire system, the WSN plugin procezdssign
devices within the same rack to a unique IEEE 8R2.1
personal-area network (PAN) and communication cbbann
(Zigbee supports up to 65536 PANs with 16 chaneath).
The management server first chooses a specificlegse
device for the role of coordinator within a rackdan
gammunicates that decision to it via a unicast agss
called START COORDI NATOR. That message includes the
addresses of the wireless devices in the same(refekred
to as dave devices) that will be controlled by that
coordinator. The coordinator is responsible foratirgy the
PAN and for inviting slave devices to join it. Byogiping
wireless sensors on a per-rack basis we avoid taidg
the wireless bandwidth limit (up to 250Kbit/sec per
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Figure 2: Auto-configuration message sequence.

PAN/channel for Zigbee) and as a consequence extend
total number of sensors that can be used in a elatac
Typical racks consist of around 20-40 servers, Wwhia
sizeable amount. Moreover the per-rack groupingesdk
easier to organize and collect management data.

After starting all coordinators, the managemenveser
periodically uses a wireless-device failure dete¢soich as

using the above mechanisms. The first application
periodically tracks the physical location of wirggesensors,
optionally notifying an administrator in case ofacige. A
second application is a network partition detector
implemented as a handler invoked when an IP coivityct
probe service reports a failure (such as when &hkwin the
network path to a server fails). The handler catesd this

heartbeats) to detect failures of either a cootdmar a
slave device. In case of failure of a coordinatevice, the
management server elects a new coordinator in riek
picking one of the surviving slaves for that role.then
notifies that wireless device of its upgrade withime
existing PAN of all wireless devices in its rackahy node
crashes due to a server reboot, it loses its atatehus tries
to re-join the WSN when the server is back up agahe
management server periodically re-broadcasts theQHFET
RACKS message to discover newly appearing deviass,
shown in Figure 2.

B. Wirelessdata collection

During the data collection phase the system us&sasin
wireless-only communication between (i) the manag@m
server and the coordinator of each rack; and éijveen the

server. If the WSN service appears to be operatmgally,
the handler concludes that there could be a svatitlre. If
the WSN service appears to be down as well, thellean
concludes that the server must be dead.

. IMPLEMENTATION

We first provide a brief background on the
communication modes offered by the Zigbee protoded.
will hereafter refer to the wireless devices as ¥Bwdules.
In general XBee modules exchange two types of ngessa
one used for querying and setting configuratiorapsaters
(known as AT commands) and another used for more
general communication needs. XBee modules operateru
three communication modes: transparent, application
programming interface (API), and command mode (used
only for setting configuration settings). Transpdrmode is
the simpler, more convenient way to communicateesithe

coordinator of each rack and its slave devices.hEacmodules require no configuration. Transmission dfyse

coordinator is responsible for collecting manageindata
from its subordinates and forwarding them wirelgssithe
Nagios server when asked to do so.

requires it to be sent to the local XBee moduleteAfa
certain timeout period the module packetizes arngdin its
buffer and sends them to all remote XBees withimgea

The management server periodically (at configurabl3yt€s communicated in transparent mode may beslose

intervals) selects specific types of queries antlsehem
via the WSN plugin to coordinators across all rackisis
function is similar to that of the standard Nagri2E plugin
except for operating over the wireless rather ttienwired
infrastructure. The coordinators in turn propagaimmand
queries wirelessly to all slave sensor devicehairtPAN,
collect their responses, and return the aggregébenation
to the WSN plugin. The plugin processes the infdioma
storing status codes to the Nagios repository agdiles.

Applications using the management system follow
event-driven style and are written as handlers kedoafter
a change in the status of a datacenter resourcéareshby
Nagios. We have so far experimented with two apgibns

the link layer under that mode does not suppoidlid data
transfer. The transparent mode supports broadcast
communication only (no unicast messaging).

The APl mode of communication (the one we are mainl
using in our system) allows greater control of timk as
well as the ability to send packets to an explattdress
(unicast communication) in addition to unreliable
broadcasts. Data formatting must be explicitly parfed by
the application. Received API-mode packets contam

arsource address of transmitting radio, a checksunrdéda

integrity, and the RSSI (signal strength) valueliddde data
transfer is implemented at the link layer: whendéeg a
unicast message to a specific host, the receiadg rwill



REPORT RACKS request

REPORT RACKS MAC RACK ID
response
START MAC addrs of
COORDINATOR PANID | CHNID slave devices

Table 1: Structure of auto-configuration messagesdp-
down): Report racks request, response, and start dece
as a coordinator.

periods of time. This method has worked well ingbice as
we have never seen delivery errors in our experisaen

Following this initial broadcast step, all commuation
takes place using reliable unicast messaging. XBedules
that receive a unicast message of tyf&IART
COORDI NATCR (Table 1) know that they have been elected
coordinators. Our XBee modules support messagep o6
100 bytes, thus with each MAC address occupyindpi€st
we can fit up to 12 slave devices in eaSTART
COORDI NATOR message. If the number of slave devices
exceeds that number we may need additional messAges
coordinator's WSN agent configures its XBee modiae
the specified PAN ID, channel, and sets the coatdin
enable option. It also configures all slave XBeednies

send an acknowledgement (ACK) if the packet wagccordingly via remote configuration commands. b end

successfully received. If the transmitting radioeslonot
receive the ACK it retransmits the packet.

of this process the wireless sensor network isyréaduse.
The WSN plugin we developed (in Python) is a gelrera

Our WSN-agent and WSN-plugin modules interact withPurpose service that periodically sends specifipiests as

their attached XBee radios using an open-source Ja
library implementing basic communication primitivés
APl mode [7]. The library provides functions fornséng
and receiving API-mode packets in broadcast andashi
mode and for configuring the locally-attached aimd the
case of a coordinator) remote XBee modules. Thearb
relies on another open-source component (RXTX) [b5]
transfer packets to and from the locally-attacheBe&
module over a serial port (USB). To address securit
concerns over the use of wireless network infrastime in
monitoring business-critical systems we leveragmdard

WAPI-mode packets to coordinators. The WSN plugliotes

standard Nagios practice in returning a serviceustaode
and description (Table 2). Our current implementatf the
WSN plugin requests on-board state of an XBee neodul
(e.g., power, temperature) and uses the RSSI vapmted
on the response message to calculate physicalqsitis
however easily extensible to support other typedath
collection. For example, it may ask the XBee modiae
collect readings (also known as IOSamples) of analp
digital pins from its attached sensors via 1/O agiens.
XBee modules may also have access to a multitude of

Zigbee hardware support for 128-bit symmetric keySe€rver-mounted sensors through invocation (viaW&N

encryption (AES) over the IEEE 802.15.4 protocd][We
minimize the complexity of key management by utili a
single encryption key shared across all devices.

In our current implementation we assume the WS
agent is already deployed on all managed servieaswlired
network infrastructure is available however, weitddally
support agent deployment via Nagios remote plugil
execution (using a remotely executed script to fhalagent
binary into the server). We can further simplifyeth
deployment process by automatically discovering al
managed servers via the use of a Nagios pluginsitets
the IP network infrastructure over pre-specifietrsats.

Our WSN agent service initially configures its atiad
XBee device to join a specific PAN and channeltigtiy
the same for all devices) and executes a loop neaitbr
broadcast or unicast messages of the formats Hescin
Table 1. After receiving & PORT RACKS request message
(Table 1), the WSN agent responds to the manageme
server via a unicast message carrying its modulaigue
64-bit MAC address and rack identifier. Since mgssa
broadcast is unreliable, tHREPORT RACKS message may
not be received by all wireless devices. Repeatztbgic
transmissions of that message however reducekitléhtbod
that any wireless device will not report itself ftong

agent) of intelligent platform management interfasaech as
IPMI [10]. Figure 3 depicts an event handler usihg
plugin’s reported status to detect wired-networkipans.

# Script called when ping service returns failure on

# server <host address>.

#

# Input arguments are:

# - service state, in (OK, Warning, Critical, Unknown)
# - service type, in (SOFT, HARD)

# - attempt # (service-type switches from SOFT

# to HARD after a certain number of attempts)
# - host address

If (state is “Critical”) AND
(type is "SOFT”) AND (attempts > 3) :

WirelessSensor = Repository.WSN_Status(hostaddress)

if (WirelessSensor is “UP"):

Nagios.log <- “<host address> unreachable”
else

Nagios.log <- “<host address> is down”

Figure 3: Handler called when the ping service on
<host address> fails. It correlates with the statusf
the wireless device to determine whether the hoss i
unreachable over the wired network or down.



Based on previous work on node positioning [6] we
estimate distances througtilateration, which is a method
of determining the relative position of objects nggithe
geometry of triangles in a similar fashion to tgatation.
Unlike triangulation which uses angle measurements
calculate the subject’s location, trilateration sifige known
locations of two or more reference points and tleasared
distance between the subject and each reference. Ja
accurately and uniquely determine the relative tiocaof a
point using trilateration we need at least threferemce
points on a 2D plane as shown in Figure 4. The abo
estimate requires that the node must be within tr
intersection of three other nodes whose locatiseakaown
to the system. This assumption is not expected eoab
problem in practice as in large datacenters oneeczesily
pinpoint three static nodes whose coordinates izegl fand
a-priori known to our system. To achieve maximumge
coverage and precision in our system we placedfezence
points on two corners and the center of the dataceoom.

IV. RELATED WORK

Zigbee [16] is an open standard that has been wide
adopted in the design and implementation of wisekEnsor
networks and is rapidly becoming a key technology f
ambient intelligence environments. Zigbee is basedhe
IEEE 802.15.4 standard [17] extended with higheele
network and application layers. Its features ineludw
radio emission, low power consumption, long standb
duration, support for large number of nodes, flexib
topology, and ease of configuration. Zigbee appbce
today extend into the domains of home care, honméralo
security, and location tracking.

Status Explanation and status message
code
The plugin was able to check the service and it
OK appeared to be functioning properly :
“Signal-Fine Distance #istance (m)”
The plugin was able to check the service, bt it
appeared to violate a warning threshold or jnot
working properly :
Warning | “Signal-Low Distance -listance (m)” or
“Sensor Changed Positiondistance (m)”
The plugin detected that either the service was
. not running or it was violating a critical
Critical )
threshold:
“Sensor Disconnected!”
Invalid command line arguments wefre
supplied to the plugin or low-level failures
internal to the plugin (such as unable to fork or
Unknown | to open a TCP socket) that prevent it from
performing the specified operation.
“Unknown State!”

Table 2: WSN plugin return codes and messages.

location-tracking techniques have been proposedetatify
the physical location of large-scale system ressirdMany

Location-tracking by wireless sensor networks is arsuch techniques utilize a number of static nodbeeét or

active area of research [6][14][20][21]. A varietyf

(X, Yo)

(Xar ¥a)

(Xe, yc)

Nl

Figure 4: Intersection of three spheres.

more) as reference points and the value of Recedigdal
Strength Indicator (RSSI) provided by Zigbees fatahce
measurement. The approaches differ on how thewledéc
their localization estimates. We implemented thpragch
described in [6] using a centralized algorithm thiave
better estimation precision.

Datacenters are increasingly growing to suppornteds
of Internet-scale electronic services and of Clooohputing
users. New ways to efficiently build very largedsca
datacenters have been a topic of intense inteezsntly
[4][5]. A challenge facing enterprise-scale dataeestoday
is to tame the need for more administrative staffday-to-
day operations along with the associated compleaitg
operational cost [2]. This challenge is addresseddme
extent with distributed monitoring and managemertlst
such as Nagios [1], Ganglia [13], Autopilot [9], dan
SmartFrog [8]. Open source monitoring tools such as
Nagios and Ganglia have recently received sigmifica
attention by developers and datacenter managerth Bo
systems are designed to be extensible with a langeber
of plugins (extensions) being contributed to theyn an
active development community.



The use of sensors in collecting datacenter inftiona
for management purposes is not a new concept. RI®RVi
work by HP [19] and Intel [20] proposed using RFRRd
Wireless USB (WUSB) technologies respectively feset
tracking and location-based services. The HP system
based on passive RFID tags attached to each sanger
requires one radio frequency identification (RFI@2gader
per server which communicates with a rack-levelada
collector. The RFID reader is connected with a iculer
that learns its location by interacting with a dgafation
server. The Intel system uses WUSB technology pteje
to be widely available in the future along with kviedge
about data center geometry to arrive to a moreeffsttive
solution. Their work focuses on the efficiency o
localization, whereas ours focuses primarily oregmnéating
such a mechanism with a data center managemeensyst

Hewlett Packard recently (2012) announced
commercial availability of servers equipped witplathora
of sensors and the ability to pinpoint the servetysical
location [3]. While details of HP’s management syst(to
the best of the authors’ knowledge) have not bgmmly
disclosed, marketing literature seems to indicéat the
location-tracking facility depends on informatiorradin
from smart racks (presumably entered by admintstsat
and is thus prone to errors over time. In the afesfficient
datacenter design, the use of sensors to detfciaissues
in tightly packed datacenter server containers basn
proposed in the past [12].

Besides the problem of physical-location
visualization of datacenter resources, reasoningutab
datacenter connectivity is another important problénat
we target with significant implications for scalatdoftware
systems. Specifically, being able to distinguishween
server and link failures can greatly improve theuaacy of
failure detectors and thus the robustness of Higed
systems software deployed in modern datacenters.

tt

V. EVALUATION
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Figure 5: Experimental testbed used for tracking tke
physical location of servers (excerpt shown).

To demonstrate the accuracy of our server location-
tracking methodology we set up an experiment i30m
office (Figure 5) used by graduate students andwsoé
engineers. The office contains about 30 server B@$
associated network equipment where all but onehef t
machines in the room are stationary over the timeu
experiment. Figure 5 depicts our three referencatpo
(abbreviated as R x=1, 2, 3), R1 being the Nagios
management server itself, and S being the servergbe
moved. The management server continuously evalihees

Our experimental testbed consists of server-grads P RSSI of messages received from the other two nefere

with wireless sensors attached to them over USB.ud&e

points (R2, R3) and from S. RSSI measurementsadkent

XBee Pro Series 1 chips with 60mW output poweron a per-minute basis for periods of two hourswsmove

combined with XBee explorer dongles directly pludgeto
each server's USB port. The Nagios management rseyve
hosted by one of the servers. At startup, the Nagiato-
discovery option locates all servers connected he t
datacenter subnets. Next the system discovers itedess
sensors attached to the servers, sets a PAN igémtithem,
and elects the coordinator devices. The auto-cordigpn
service can create a valid sensor network in lhas 80
seconds. When the Nagios configuration is succkgsfu
completed the Nagios user interface displays in&tion
returned by the WSN plugin such as status of XBedute
along with sensor measurements such as physicatidoc
power, etc.

S over a 2m distance we compare the means of tee th
RSSI time series (R2, R3, S) before and after theement
using the unpaired Student t-test statistic. Wd fimat the
means of the R2 and R3 time series do not changetione
(thus no movement is detected) whereas the medmedd
time series has a statistically reliable shift gfue < .0001).
Thus we conclude that the server-movement eveoinvinr
by our WSN plugin is accurate and has a low prdipatuf
triggering a false alert. The warning message serthe
administrator when the sensor distance has charged
depicted in Figure 9. Moreover a critical messagseint to
the administrator when a sensor disappears.
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Figure 6: Data center used in localization experimg.

To test the accuracy of our methodology in tracking
server locations in a data center environment (hbe
presence of metallic enclosures and electromagnet
interference introduce noise), we deployed our rgameent
system in the data center pictured in Figure 6 whos
topology (view from top) is depicted in Figure 7hel data
center consists of two rows, each row housing thestcal
layers of server PCs. The front sides of servezsfazing a
cold aisle (HVAC equipment injecting cold air frothe
ceiling). Two hot aisles are at the back side afhesow.
The setup of our management system is as follows: A
servers have Zighee devices connected to their Pp&B
(back side). A group of 12 servers (4 servers pgerl, 3
layers) reports to a single coordinator. We plabe t
management server at the middle of the cold aiska of
the coordinators and the management server sentbeas
three reference points. The management servemcmnutsly
evaluates the RSSI of messages received from a
coordinators. As we move a coordinator over a 1.5n
distance we compare the means of the RSSI timessg@wo
references and the moving coordinator) before diedl the
movement using the unpaired Student t-test. We firad
the means of all time series have a statisticatipicant
shift, although the shift is small (<1.5dB) for theference
points and larger (4.5dB) for the moved coordinat@rger
data centers typically pack servers even more tiense
introducing additional levels of noise. Our systeran
leverage known techniques, such as signal filtefir&j, to
increase the accuracy of indoor location trackismg the
link quality indicator (LQI) available from the Zige
physical layer.

Another use-case of interest is detecting discaiomes
in the wired network infrastructure. To demonstthie use
case we inject into the platform a failure of oop-bf-the-
rack switch connecting the servers. While the |Bela

Coordinator (Reference 1)

=i [
P LI
} Manaement :
server %
ey
(-1
Frontir_i Back
W
Hot aisle
==

Coordinator (Reference 2)

Figure 7: Data center topology. Only the top out of
three vertical layers of servers is shown. Groupsfo
servers sharing a coordinator are shown in dashed
boxes. Slave Zigbees are omitted from the figure.

service probes (HTTP, PING, SSH) report a critprablem
(Figure 8) that may be interpreted either as cotivigcor
server-related issue, the WSN service reports that
servers are in good health and thus pinpoints ¢oatttual
cause of the problem. The Nagios monitoring system
supports monitoring the status of network switclaasl
routers using the SNMP protocol and some extraipgug
However many commodity unmanaged switches and hubs
do not take an IP address and are essentiallyiliejisso
there is no way to monitor their status. In confrasir
service
connectivity issues in a large datacenter.

is a comprehensive solution for discovering
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Q Current | oad 0K
Current Users oK

OK

PING
S5 of OK
Swap Usage oK
Total Processes ok
check zighes WARNING

2012-07-30 15:20:0%
2012-07-30 15:15.58
2012-07-30 15:16:47
2012-07-30 15:17:38
2012-07-30 15:18:27

2012-07-30 15:16:42
2012-07-30 15:17:30
2012-07-30 15:17.51

B60d 20h Hm 44= 144
131d 10h 16m 8= 114
T6d 15h 30m 163 114
61d 22h 28m s 1714
76d 15h 30m 48= 114

131d 10k 1Z2m24s 14
60d 22h 37m 41s 114
61d 20h 13m 23s 414

0K - load average: 0.00, 0.23, 0.33

USERS OK - 0 users currently logged in

HTTP OK: HTTP/ 1 200 OK - 454 bytes in 0.001 second respon
PING OK - Packet loss = 0%, RTA = 0.09 m=s

S5H OK - OpenSS5H_S5.3p1 Debian-Jubuntué (protocol 2.0)

SWWAP OK - 100% free (3597 MB out of 8557 MB}
PROCS OK: 103 processes with STATE = RSZDT
ZigBee WARNING: Location-Changed Distance 30.0 m

Figure 9. Nagios state when server location changes

VI. CONCLUSIONS

(6]

In this paper we have presented an extension of the

Nagios large-scale monitoring and management system
take advantage of an auto-configuring wireless @ens

(7]
(8]

network that collects and can periodically be agked:port
information and status about managed servers. ¢siers
requires minimal effort to deploy and use, has kapital  [9]
and operational costs, and can significantly imprdke

efficiency of datacenter management operationsdiyitng
administrators pinpoint the physical locations efvers as
well as alert them in case of any changes in tlogation.
Additionally the system enables sophisticated datigns

(20]
(11]

(12]

of wireless sensor-reported state with other datace

system state reported by other agents, such &®inase of

(23]

our network partition detector. Our work highlightise
potential of leveraging wireless sensors for dattere

management operations and for addressing a widdrape

of challenges in this space.
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