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ABSTRACT

In this paper, a simple method for pitch-scale modifications of
speech based on a recently suggested model for AM-FM decompo-
sition of speech signals, is presented. This model is referred to as the
adaptive Harmonic Model (aHM). The aHM models speech as a sum
of harmonically related sinusoids that can adapt to the local charac-
teristics of the signal. It was shown that this model provides high
quality reconstruction of speech and thus, it can also provide high
quality pitch-scale modifications. For the latter, the amplitude enve-
lope is estimated using the Discrete All-Pole (DAP) method, and the
phase envelope estimation is performed by utilizing the concept of
relative phase. Formal listening tests on a database of several lan-
guages show that the synthetic pitch-scaled waveforms are natural
and free of some common artefacts encountered in other state-of-
the-art models, such as HNM and STRAIGHT.

Index Terms— Pitch modification, Speech analysis, Adaptive
quasi-harmonic model, Adaptive harmonic model

1. INTRODUCTION
Pitch modification is defined as the change of the fundamental fre-
quency of speech while preserving the short time envelope character-
istics and the duration of a speech signal. Applications of pitch mod-
ifications range from entertainment, communications, and film in-
dustry, and extend up to text-to-speech synthesis, pathological voice
restoration, and high-end hearing aids.

As a result, several pitch-scaling techniques have been proposed
in literature. Typically, they belong to two, different but not distinct,
categories: parametric and non-parametric techniques. The latter
include frequency domain and time domain PSOLA [1] and MBR-
PSOLA [2], and the phase vocoder-based techniques [3, 4]. The
former include narrowband models, such as the Sinusoidal Model
(SM) [5], the Harmonic + Noise Model (HNM) [6], and wide-
band models, which typically include the LF-ARX based source-
filter methods [7, 8], the STRAIGHT method [9], the GSS [10], and
the SVLN [11] methods. All these approaches provide high quality
prosodic modifications. Among them, hybrid representations such
as in [6, 8] are considered well suited for prosodic modifications,
since a well-estimated separation of speech into a deterministic and
a stochastic component leads to a better manipulation of the compo-
nents and that aids to an enhanced quality of resynthesized speech.

Recent advances in signal modelling revealed that a family of
adaptive Sinusoidal Models (aSMs) [12, 13] are able to efficiently
tackle local amplitude and phase non-stationarities. The adaptation
of these models is achieved by estimating the amplitude and fre-
quency trajectories of the signal using Least-Squares (LS) and then
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re-estimating the parameters using a new set of amplitude and fre-
quency varying basis functions. Thus, a more accurate representa-
tion of the analyzed speech signal is attained. Using this adaptive
scheme, it was shown in [14] that such an approach can be used in
a full-band harmonic analysis/synthesis system, thus providing syn-
thetic speech that is perceptually indistinguishable from the origi-
nal waveform. This model is called the adaptive Harmonic Model
(aHM), and it uses a similar analysis strategy as in aSMs, but reduces
to strict harmonicity in the final representation of the signal, as it will
be shown in Section 2. This model has been successfully applied in
time-scaling of speech [15].

In pitch-scaling applications, the estimation of a new set of am-
plitude, frequency, and phase values is necessary due to pitch shift-
ing. These values can be obtained by estimating the so-called am-
plitude and phase envelopes in the spectral domain. Spectral esti-
mation is a field of study that has received increased attention be-
cause of the variety of its applications (voice conversion [16], word
recognition [17], speech recognition [18], speaker verification [19],
speaker identification [20], to name a few), and many algorithms are
available to achieve it in a robust manner, such as cepstrum-based
techniques [21, 22], AR models [23, 24, 25], and multi-frame anal-
ysis [26, 27]. In this work, the Discrete All-Pole (DAP) method is
used [23]. For the phase envelope, the estimated principal values of
the phase should be unwrapped in time and frequency domain. To
this purpose, a simple approach similar to the one in [28] is sug-
gested, which involves the computation and the interpolation of the
relative phase. The method is described in detail in Section 3.

Although hybrid approaches have been successfully applied in
prosody modifications, they do have some disadvantages - the first
one is that the separation of the deterministic and the stochastic part
can be problematic. The so-called transient areas of speech need
special treatment and their inclusion or exclusion (in whole or part of
them) in the noise part can significantly degrade the resulting trans-
formed signal. Moreover, the so-called noise part can be adequately
modelled using a variety of techniques, such as modulated noise,
but still does not attain the quality of the original waveform. So, a
simple, robust, full-band representation would be preferable. Based
on the aHM representation, a simple and flexible technique for pitch-
scale modifications is presented in this paper. The aHM provide high
resolution parameter trajectories which can be simply shifted in fre-
quency, using appropriate envelope estimations for amplitudes and
phases. The pitch-scale modified signal can be synthesized in a man-
ner similar to the non-modified signal, as it will be shown in Section
3. The pitch-scaled signal sounds free of artefacts, such as “metallic”
quality, chorusing, or musical noise. Based on formal listening tests
it is shown that despite the simplicity of the model, its performance is
comparable to certain state-of-the-art, but far more complex, meth-



ods (STRAIGHT, HNM). It should be noted that a recent work on
aHM-based prosody modifications has been presented in [29]. How-
ever, in that work, the aHM-analysis part has been changed from
its original form to include an intermediate signal, onto which the
pitch modification is applied, leading to a two-step analysis proce-
dure. Thus, the pitch shifting method used is more complex than the
one presented in this paper, where we show that there is no need of
an intermediate representation. Finally, the source-filter based aHM
in [29] has been evaluated only for small pitch up-shifting factors
(+20%).

The rest of the paper is organized as follows. In Section 2, a re-
view of the analysis and synthesis steps of aHM is presented. Section
3 provides the pitch-scale modification scheme and an example for
the model in hand, along with the amplitude and phase envelope esti-
mation methods that are used. Section 4 presents a formal evaluation
of the proposed methods and discusses the results of the comparison
with another well-known harmonic model, the HNM [6], and the
widely used STRAIGHT method [9]. Finally, Section 5 concludes
the paper.

2. THE aHM ANALYSIS/SYNTHESIS SYSTEM
In this section, a brief review of the adaptive Harmonic Model
(aHM) is presented [14], along with a short description of the analy-
sis and synthesis schemes.

2.1. The adaptive Harmonic Model - aHM
The adaptive Harmonic Model can be mathematically described as:

K
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where a (t) is a complex function that copes with the amplitude and
the instantaneous phase of the k** harmonic component, while K is
the number of the components, and ¢ (¢) is a real function defined
as the integral of the fundamental frequency fo(¢):
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where f5 is the sampling frequency.

2.2. Analysis

In the analysis step, parametrizing the speech signal at each analysis
time instant ¢’ is the first consideration. Initially, a sequence of the
analysis time instants are created in the voiced parts of speech using
the estimated fo(t) curve, so as to have one analysis time instant
per pitch period. In unvoiced segments, the estimated fo(¢) is not
meaningful but it can be used to generate the corresponding analysis
time instants. Around each analysis time instant ¢, a Blackman
window with a length of 3 local pitch periods is applied to the speech
signal. The phase curve ¢o(t) is then computed by means of spline
interpolation of £} and using the integration formula in Eq. (2).

2.3. Adaptive Iterative Refinement - AIR
The fundamental frequency curve of Eq.(2) is assumed to be known
beforehand and can have a small deviation from its actual value, i.e.

mo(ta) = fo(ta) = fo(ts) 3
where 7 is called the frequency mismatch, fo is the actual funda-
mental frequency at an analysis time instant t%, and f is an estimate

of the latter. According to the adaptive scheme in [12], the ampli-
tude ay(t) and fundamental frequency fo(¢) curves are obtained by

a linear and spline interpolation, respectively, of their estimated val-
ues, al, and f&, at the analysis time instants, t5. In order to have
an estimate of these values, the adaptive Quasi-Harmonic Model -
aQHM [12] is used, that is given by the following equation:
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where ¢o(t) is the same as in Eq. (2), ax and by, are the complex
amplitude and the complex slope of the model, respectively, and K
is the number of components. It has been shown in [30] that a;, and
by, obtained via a Least Squares minimization, can be used to provide
an estimate, 7)o, of the frequency mismatch in Eq. (3). Thus, for the
k" component of the model, the latter can be computed as:
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Using this estimate, the fundamental frequency values f can be up-
dated iteratively. However, as it is shown in [12], the frequency mis-
match estimation is useful only if it is smaller than the main lobe of
the analysis window. An iterative algorithm to update the frequen-
cies has been proposed in [14].

2.4. Synthesis
In the synthesis step, each harmonic is generated in separate, one
after the other, without using any window. Each harmonic compo-
nent is synthesized by its parameters, namely its amplitudes |aZ|, its
phases Za?, and its fundamental frequency f¢. At first, the instanta-
neous amplitude, |a(t)|, of the k" harmonic is simply obtained by
linearly interpolating the estimated |aj,| on the analysis time instants
t%, on a logarithmic scale. Obviously, the instantaneous phase Za’
cannot be directly interpolated across time to obtain ax (t) because
of its rotation due to the time advance between analysis time instants.
To solve this, it is proposed to remove this effect using the integral
of fo(t) from the start of the signal, and obtain the relative phase -
Zaj, = ZLay — koo(ta) ©)

Moreover, by assuming that the shape of the signal is changing
smoothly, the RP values Za} are assumed to change smoothly as
well, from one analysis time instant to the following one. Then, the
RPs can be interpolated via splines in time domain to obtain its con-
tinuous counterpart, Zay, (¢). Finally, the instantaneous phase tracks,
koo(t), are obtained using Eq. (2), and they are added back to the
continuous RP, Zax (t).

3. PITCH-SCALE MODIFICATION SCHEME

The purpose of pitch-scale modification is to change the pitch con-
tour of the original speech signal while maintaining the apparent rate
of articulation. The pitch contour (and thus the harmonics) should be
shifted in frequency, and the formant structure should not be changed
at a different rate than the rate of the input speech. For that, pitch
scaling requires the estimation of amplitudes and phases in the new,
shifted harmonic frequencies. In this work, the Discrete All-Pole
method [23] is used. For the phase, there are also several approaches
for its estimation. In this work, a method is used that utilizes the
concept of relative phase, as it will be discussed in this section.

For an arbitrary pitch-scale modification, the input fo(¢) contour
is mapped to a different one, f5(t) = p(t)fo(t) in the modified
signal, where p(t) is the pitch-scale factor function. When p(t) > 1,
then the pitch increases, whereas the opposite happens when p(t) <



1. Note that for a fixed p(t) = p, the pitch modification is constant
throughout the whole waveform.

In the adaptive Harmonic model context, the parameters should
be transformed in the way described next. Let us remind that in
an analysis window centered at ¢4, the instantaneous components
{a};, fé}, are known. From these, we can compute their continu-
ous counterparts, which are the instantaneous amplitudes Ax(t) =
|ax(t)| and frequencies fo(t), obtained by interpolating a’, and fZ,
respectively. Then, the pitch-scaled waveform, spgs(t), for a con-
stant pitch-scale factor is given by:
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where A} (t) and ¢}, (t) are computed using the following way:

1. In order to compute ¢, (¢), it is first necessary to compute the
pitch-scaled frequencies. Thus the new frequencies are given
by:

kfo(t) = pkfo(t) ®

2. The instantaneous amplitudes at analysis time instants tt,
A (ty), are computed from sampling the spectral envelope
at the corresponding frequencies pk fo:

Aj(t,) = DAP(t,,, pkfo) ©9)

where DAP(t’, f) is the Discrete All-Pole-based envelope
constructed around time instant tfl. Then, the k' instan-
taneous amplitude is linearly interpolated across successive
time instants.

3. Then, the instantaneous phase should be re-computed. For
this, the RP is first computed by extracting the integral of the
initial fundamental frequency from the phase information at
analysis time instant ¢%, as in Eq. (6). Then, the RP val-
ues are interpolated, thus obtaining Zax(t), and finally, the
integrated pitch-scaled frequency is added back to the inter-
polated RP values:

BL(t) = Lan(t) + in /0 pkfolw)du  (10)

The details for amplitude and phase estimation are following next.

3.1. Amplitude Estimation

Amplitude estimation is performed via an all-pole technique, called
the Discrete All-Pole method (DAP). This method utilizes a discrete
version of the Itakura-Saito (IS) distortion measure as its error cri-
terion, instead of a time-domain criterion that most of other all-pole
models use. The IS error measure is given by

N
1 X (wm)

Ers = — = — log — -1 11
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where X (wy,) is the given discrete spectrum defined at N frequency
points, and 'e (wm) is the all-pole model spectrum evaluated at the
frequencies wn, € [0, fs/2], where fs is the sampling frequency.
This method manages to overcome the well-known limitations of
linear prediction [31] and produces better fitting of spectra that are
represented with a small set of discrete values, such as in the case
for harmonic models.

The DAP method works iteratively to solve a nonlinear set of
equations, in order to converge to a global minimum. The order,

P, of the method does not differ from the empirical choice that is
employed in most all-pole methods, that is

_ _fs
P=o0s+2 (12)

where f5 is in Hertz. More details on DAP can be found in [23].

3.2. Phase Estimation

For the phase, the following simple method is selected, that utilizes
the relative phase described in [14, 15]. Specifically, the linear phase
term is sought to be removed during the resampling process in pitch
shifting. Related work on linear phase removal has been suggested in
other speech processing applications, such as concatenative speech
synthesis [28], speech transformations [32], and speaker verifica-
tion [33]. Let us consider a sinusoid

xo(t) = cos (27r /Ot fo(u)du + 00) (13)

which we will consider as the reference sinusoid, and another one,
t
zk(t) = cos (27rk/ fo(u)du + Hk), kezt (14)
0

The instantaneous phases of the two sinusoids are

bo(t) = 2r /0 folw)du + 0o, n(t) = 27k /0 Folw)du + 0,

15)
respectively. Let us consider that 8o = 0, meaning that the time
origin is set as the point where ¢o(0) = 0. If we choose any analysis
time instant ¢, the instantaneous phases become

. t . te
do(ts) = 27r/ folw)du ,  ¢p(ty) = 27rk:/ fo(u)du + 0%
0 0
(16)
respectively. By changing variables, we get

Or = ¢i(te) — koo(ts) (17)

which is the so-called relative phase. These values allow the re-
construction of the shape of the signal, using the reference phase
¢o(t4) in a synchronous reconstruction. For the purposes of pitch-
scale modification, the fo track can be changed without any re-
computation of the phase, because if the RPs are kept constant,
the waveform will stretch or shrink accordingly without any other
change. Our approach on the phase estimation is to interpolate the
RPs in the frequency domain in order to obtain the RPs of the mod-
ified frequencies. Having these, the synthesis is quite simple and
follows the same approach as in the synthesis scheme without mod-
ifications.

Pitch scale modifications for a factor of 2 and 0.5 are applied
on a speech signal sampled at 16 kHz. Figure 1 shows the original
speech signal (upper panel), the pitch-scaled signal for a factor of 2
(middle panel), and the pitch-scaled signal for a factor of 0.5 (lower
panel).

3.3. Other types of frequency modifications

It is well known that formant manipulation along with pitch scal-
ing can alter the perceived age, gender, and size of the speaker [34].
Since DAP method offers formant-shape spectral envelope estima-
tion (unlike other methods, such as Discrete Cepstrum or linear-
spline interpolations), it is straightforward to modify formants
through the vocal tract length (VTL). Scaling or shifting the formant
structure results in transformations like child voice or big man voice.
For example, speakers can be modified to sound like their “child ”
counterpart by scaling formants and significantly raising the pitch.
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Fig. 1. Upper panel: Original signal, Middle panel: pitch-scaled
signal for a factor of 2, Lower Panel: pitch-scaled signal for a factor
of 0.5.

3.4. Joint time and pitch scaling

In [15], it was shown that aHM can successfully perform time scal-
ing. A joint time and pitch scale modification scheme can be easily
obtained since time scaling simply resamples the amplitudes, fre-
quencies, and relative phases, no matter whether they came from the
analysis part or the pitch-scaling algorithm described earlier. Thus,
a very simple, flexible, and high-quality speech modification system
based on the aHM can be built.

4. DISCUSSION AND EVALUATION

In general, first informal listenings acknowledged that common arte-
facts, such as “metallic” quality, chorusing, or musical noise do not
appear in aHM more than they do in the state-of-the-art methods in
hand. However, for large pitch scale factor and due to the harmonic
nature of the representation, the spectral area between the distant
successive harmonics manifests a sense of tenseness in voice. This
is apparent especially in unvoiced parts, where the number of har-
monics is not high enough to represent these parts well. It should be
noted that both HNM and STRAIGHT use some kind of noise com-
ponent, whereas aHM does not. HNM uses time and frequency mod-
ulated noise to represent unvoiced parts and high-frequency compo-
nents of voiced parts, whereas STRAIGHT uses all-pass filters to
compensate for the buzz timbre of minimum-phase vocal tract filter.
To compensate the lack of “randomness” in pitch-shifting for aHM,
harmonic information from the analysis part of the original signal
is used as inter-harmonic content between the pitch-scaled harmon-
ics that represent unvoiced speech. Specifically, the unvoiced parts
are synthesized using the harmonics from the analysis of the orig-
inal signal. In voiced parts, a random offset is added in each har-
monic phase, sampled from the interval [—, 7]. The noise variance
is inversely proportional to the harmonic number, that is, lower har-
monics have less noise compared to higher, in a linear scale. The

discrimination between voiced and unvoiced (V-UV) parts of speech
has been obtained using the V-UV presented in [6], although any
V-UV detector can be used.

Formal listening tests have been conducted to examine the per-
formance of our modification scheme and two well-known state-of-
the-art parametric approaches: the Harmonic + Noise Model [6],
and the STRAIGHT [9] method. The pitch-scale modification fac-
tors were selected to be 0.5, 0.8, 1.2, 1.5, and 2.0, which are typi-
cal values for speech prosodic modifications. In this experiment, a
database of 32 speech utterances was used, including 16 male and
16 female speakers from 16 different languages: Greek, French,
English, Spanish, Finnish, Chinese, Portuguese, Basque, Japanese,
Italian, German, Korean, Russian, Arabic, Indonesian, and Turk-
ish. All waveforms were sampled at 16 kHz. For both genders of
speakers, we have posed a minimum and maximum value for the
pitch estimation: fo(min,maz) = (120,300) Hz for females, and
Sotmin,maz) = (70,200) Hz for males.

For the HNM, the maximum voiced frequency is fixed to 5500
Hz, and the analysis is pitch synchronous. The analysis window size
is set to two local pitch periods. The order of the AR filter for the
noise part is set to 20. For the STRAIGHT, default parameters were
used, as they are provided by the on-line version of the code. The
parameters of aHM are the ones described in the previous section.
Part of the listening test is currently available on-line'. A number
of 23 listeners participated in the test, 2 of them were familiar with
signal processing techniques. The test is forced choice, thus it means
the listener did not have the option of selecting no preference, and
the preference results are presented in Table 1, where it is shown the
percentage of listeners who preferred the first model over the sec-
ond of each pair. The preference test shows that aHM clearly out-

Preference Test
[Factory aHM-HNM | HNM-STRAIGHT | aHM-STRAIGHT
0.5 | 72%-28% 5%-95% 32%-68%
0.8 | 81%-19% 12%-88% 44%-56%
1.2 | 90%-10% 8%-92% 48%-52%
1.5 | 86%-14% 12%-88% 44%-56%
2.0 | 78%-22% 10%-90% 40%-60%

Table 1. Preference test for pitch-shifting for all models and 32
speakers.

performs HNM and it is comparable with STRAIGHT for moderate
pitch shifting factors.

5. CONCLUSIONS AND FUTURE WORK

A new and simple approach on pitch-scale modification based on
the recently developed adaptive Harmonic Model (aHM) analy-
sis/synthesis system is presented. The system utilize a full-band rep-
resentation of speech based on quasi-harmonic analysis and strict
harmonic synthesis. The proposed pitch scaling scheme provides
flexibility and simplicity. Amplitude and phase envelopes are es-
timated using Discrete All-pole modelling and a simple approach
which takes into account the relative phase between the harmonics,
respectively. A noise-like effect is added via phase randomization
of mid-to-higher frequencies to enhance naturalness. Formal listen-
ing tests show that pitch-scale modifications are of very good qual-
ity, compared to other state-of-the-art approaches, such as HNM and
STRAIGHT. Future work will focus on handling the randomness of
speech in a more concrete way and in dropping the voiced-unvoiced
decision, thus leading to a simpler and more robust system.

Thttp://www.csd.uoc.gr/ kafentz/listest/pmwiki.php?n=Main. PSaHMICASSP
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