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Euyapiotiec

Kotd ) Sdpxeior avtic tne 4dypovne “mepinétenc “tne Awaxtopinic pou dotefnic, elya Ty euxoupio vo
YVwpelow xal Vo guvepYaoTd Ue eEaipeTixols avlpdmoug xon EmoThoveS, Tou pe Boriincay va egehifw tn Sovleld
HOU Xall TNV TEoowTXOTNTA pou. Ilpdtov an’ dhoug, Yo Hleha va euyoploThow Tov endnty wov, Kodnynt Iwdvvn
Ytullavoy, yio T cuveyr) UTooTARLEY) TOU XoTd TN BLIEXELL TOU TEOYEGUUATOS YETOTTUYLOXWY OToud®y. Eiuo
ELMXEWVE EUYVORWY Yl TI¢ oudBouléc, Ty eviidppuvor), TNy xadodiynoy, to xivnteo, xa mavew arn’ Oha, TNV
EUTLOTOCUVY XAl TNV UTooVY Tou €delée xatd to ddotnuo mou doukédaye poli. Erlong, you éuade nde vo Brénw
T TEAYUATO ATd BLUPOPETIXES OTTIXES YWVIES, TG VO XAVe €pELVA, oL T va elyon enfyovog étav Tar TpdypaTa
oev mnyatvouv xahd. Télog, n Pordewa o n €yvola Tou yia Vépota extog Tou axodnuoixol nepBdilovtog ftay
TEAYHATINE GUYXIVITTIXY, XL YU QUTO TOV EUYOELOTE BLTAAL.

Emmiéov, do Hlela va evyaplothon tov xadnynty Olivier Boeffard, nou ftav o endning e datpifric wou
ex uépoug tou Ilavemotnuiov tne Rennes 1, xadog xou tov Ap. Olivier Rosec, gpeuvnty) ota Orange Labs -
France Telecom R & D - xou tépo Arevduvti R & D ot Voxygen S.A. - e toug onoloug elyo tnv guxanplo va
CUVERPYOOT Yo €V ¥eOvVo, xatd T dlaov wou oTic eyxataotdoeic twv Orange Labs - France Telecom R &
D, otn Lannion tng I'odhlag. Apgotepor unhp€av onuavtixol dpwyol otny mpoonddeld gou Yo TNy oAoxhipnon
auTAC NS SotpBne, Ye T oLUPBOLAES TOUC %o TNV UTOGTAHPIEY TouG.

Emnpooiétwe, de Yo felo vo mopodeldhew vo evyopiothion toug xadnyntéc Adavdoio Mouytdpn, T'ideyo
TCpita, xaw Anéotoro Teayavity, and to Tufua Enotiune Trohoyotdv tou Iavemotnuiov Kertne, xou v
xadnyrteta Régine Le Bouquin-Jeannes, ané to Ilavemothuo tng Rennes 1, yio o xpbdvo mou aglépmwoay otny
VY VOO AUTHE TNG DTEBrig Xou Yiol TV aodoy 1| TOUC VoL GUUUETACYOUY 0TV eEETaoTIX emitpony). Ou flela
enfone va euyaplotiow tov xodnynty Gernot Kubin, ané to Teyvoroyixé Havemothulo tou Graz tng Avotplag,
xon Tov xodnynty W. Bastiaan Kleijn, ané to IavemotAuio tou Wellington g Néac Znhavdlag, v to ot
OéyOnray v ypdouv avapopd yio tn SwatelBr) pou. Enlong, o Hieha va euyopiotnon to Ap. T'dvvn Iavtaln,
TOU YoL TPocEpepe TOAOTIUN PoRdela oTnv apy Y| auThg NG SlateBhc.

Erlong, suyopioted Toug cUVABEAPOUS LoV, TEWNV XAl VUV, UE TOUS OTOIOUG HOLRECTNXO TNG UEPES OV OTO
Iovemotiuo Kprine, xou eldixdtepa oto Epyoaotiplo Ilohupéowy tou Turuoatoc Emotiune YTrokoyiotodv. H
napouciol TOUC To éxave €va UTEPOYO epYactaxd TEpBAhoy xal éva Bedtepo omitt yio péva, oTa YedVia Tou Tépaoa
exel. Oa Hlela Wadtepa vo avagépw toug Iadio Matdoudxn, Mapio Koutcoyiavvdxn, Xehoto xou I'idpyo
TCoryxapdnn, Bayyéhn Boaowhdxn, Marcelo Caetano xou Gilles Deggotex, yio tn Borded touc pe ylhove Suo
TEOTOUC, %ot YLl To OTL Wou otdinxay mpayuatxol gilot.

Enlong, Ya niela vo suyaploThow TIg UETATTUYLOKES GUVADEAPOUS - UEAT Tou Epyaotneiou Ilohupéowy, Yogla
Tovvixdoen, Olivor Enpavtnedxn, Bepdvixa Mépgn, xou Adpa Iacouydxm, mou yolpdotnxay Tov epyacloxd Yedvo
toug poli wou xatd tn Sidpxeia Twv omoudny Touc. Axdua, Yo Hieha va tw éva “euyaplotd” oe TOAOUS oxoud,
otoug onoloug ouumepthaufdvovtor or Nixorétta ITodBdxou, Euyévioc Kopvapdnovros, Xenotoc Mapyldhag,
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Abstract

Sinusoidal Modeling is one of the most widely used parametric methods for speech and audio signal processing. The
accurate estimation of sinusoidal parameters (amplitudes, frequencies, and phases) is a critical task for close represen-
tation of the analyzed signal. In this thesis, based on recent advances in sinusoidal analysis, we propose high resolution
adaptive sinusoidal models for analysis, synthesis, and modifications systems of speech. Our goal is to provide systems

that represent speech in a highly accurate and compact way.

Inspired by the recently introduced adaptive Quasi-Harmonic Model (aQHM) and adaptive Harmonic Model (aHM),
we overview the theory of adaptive Sinusoidal Modeling and we propose a model named the extended adaptive Quasi-
Harmonic Model (eaQHM), which is a non-parametric model able to adjust the instantaneous amplitudes and phases
of its basis functions to the underlying time-varying characteristics of the speech signal, thus significantly alleviating
the so-called local stationarity hypothesis. The eaQHM is shown to outperform aQHM in analysis and resynthesis of
voiced speech. Based on the eaQHM, a hybrid analysis/synthesis system of speech is presented (eaQHNM), along with
a hybrid version of the aHM (aHNM). Moreover, we present motivation for a full-band representation of speech using
the eaQHM, that is, representing all parts of speech as high resolution AM-FM sinusoids. Experiments show that adap-
tation and quasi-harmonicity is sufficient to provide transparent quality in unvoiced speech resynthesis. The full-band
eaQHM analysis and synthesis system is presented next, which outperforms state-of-the-art systems, hybrid or full-band,

in speech reconstruction, providing transparent quality confirmed by objective and subjective evaluations.

Regarding applications, the eaQHM and the aHM are applied on speech modifications (time and pitch scaling). The
resulting modifications are of high quality, and follow very simple rules, compared to other state-of-the-art modifica-
tion systems. The concepts of relative phase and relative phase delays are crucial for the development of artefact-free,
shape-invariant, high quality modifications. Results show that harmonicity is preferred over quasi-harmonicity in speech
modifications due to the embedded simplicity of representation. Moreover, the full-band eaQHM is applied on the prob-
lem of modeling audio signals, and specifically of musical instrument sounds. The eaQHM is evaluated and compared to
state-of-the-art systems, and is shown to outperform them in terms of resynthesis quality, successfully representing the
attack, transient, and stationary part of a musical instrument sound. Finally, another application is suggested, namely the
analysis and classification of emotional speech. The eaQHM is applied on the analysis of emotional speech, providing its
instantaneous parameters as features that can be used in recognition and Vector-Quantization-based classification of the

emotional content of speech. Although the sinusoidal models are not commonly used in such tasks, results are promising.
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Résumé en francais

La modélisation sinusoidale est I’'une des méthodes paramétriques les plus largement utilisées pour le traitement de
la parole et du signal audio. L’estimation précise des parametres sinusoidaux (des amplitudes, des fréquences et des
phases) est une tiche essentielle pour une représentation de haute qualité du signal analysé. Dans cette these, basée sur
les avances récents de 1’analyse sinusoidale, nous proposons des modeles sinusoidaux adaptatifs a haute résolution pour
I’analyse, la synthese et la transformation de la parole. Notre objectif est de fournir des systemes qui représentent la

parole d’une maniere tres précise et compacte.

Inspiré par le modele adaptatif quasi-harmonique (aQHM) et le modele adaptatif harmonique (aHM) récemment in-
troduits, nous présentons la vue d’ensemble de la théorie de modéles sinusoidaux adaptatifs et ensuite nous proposons
le modele étendu adaptif quasi-harmonique (eaQHM), qui est un modele non-paramétrique capable d’ajuster les ampli-
tudes et les phases instantanées de ses fonctions de base aux variations temporelles caractéristiques du signal de parole,
ainsi qu’atténuer significativement 1’hypothese de stationnarité locale. On montre que la performance d’analyse et de re-
synthese de la parole voisée de eaQHM est superieure a celle de aQHM. Un systeme hybride d’analyse et synthese de la
parole basé sur eaQHM est présenté (eaQHNM), ainsi qu’une version hybride de aHM (aHNM). Ensuite, nous présentons
la motivation pour une représentation a bande pleine de la parole en utilisant eaQHM, c’est a dire, en représentant toutes
les partiels de la parole avec des sinusoides AM-FM a haute résolution. Les expériences montrent que 1’adaptation et la
quasi-harmonicité sont suffisantes pour une représentation transparente de la parole synthétique non voisée. Le systeme
eaQHM d’analyse et syntese a bande pleine est présenté apres. eaQHM surpasse 1” etat de ’art des systemes soit hy-
brides soit a bande pleine de reconstruction de la parole, offrant une qualité transparente confirmée par des évaluations

objectives et subjectives.

En ce qui concerne les applications, le eaQHM et 1’aHM sont appliqués sur les modifications de la parole (mo-
dification de durée ou de hauteur). Les modifications qui en résultent sont de haute qualité, et suivent des regles tres
simples, par rapport a d’autres systeémes de modification dans I’état de I’art. Les concepts de phase relative et les retards
de phase relatifs sont cruciales pour le développement de modifications de haute qualité sans artefactes. Les résultats
montrent que I’harmonicité est préféré a la quasi-harmonicité de modifications de la parole du fait de la simplicité de
la représentation intégrée. En plus, eaQHM a bande pleine est appliqué a la modélisation des signaux audio, en parti-

culier aux sons d’instruments de musique. La méthode eaQHM est évaluée et comparée avec 1’état de 1’art, avec une

13



performance supérieure en termes de qualité de resynthése, représentant avec succes 1’ attaque, les transitoires, et la partie
stationaire des sons d’instruments de musique. Enfin, une autre application est suggérée, ’analyse et la classification
de la parole émotive. La eaQHM est appliquée a 1’analyse de la parole émotive, offrant des parametres instantanés qui
peuvent étre utilisés dans la reconnaissance et la classification a quantification vectorielle du contenu émotionnel de la

parole. Bien que les modeles sinusoidaux sont pas couramment utilisés dans ces tiches, les résultats sont prometteurs.



ITepiAndmn

H Huitovoewdric Movtehomoinom efvan piat amd Tig mo eUpEng Y eMNOoULOTOOVUEVES TORAUUETEIXES UEVHBOUS Yial TNV
eneZepyaoio ofuatog puvig xau fyou. H axpBric extiunon twv nuitovoeddy mopauéteny (Thdtn, ouyvotntes, ot
pdoeic) eivan Eva xplowwo onueio yio T oxplPr| avamapdoTaoT Ty oNudTey Tou avelbovtal. Jtny napoloa epyaoia,
e Bdon Tic mpbogateg eZehilelc TNV NUITOVOELDY avdAUGY), TEOTEIVOLUE LPNATIC AVEAUOT G, TROGUPUOCIHIN NULTO-
voeLdY) WovTéRa Yia cuaTHUATO avdAuang, alvieong, xou Tponontoinong owhiog. 3Jtoyoc yag elvor Vo TpocpEROUUE

CUCTAUOTA IOV OVATORIGTOOY oUTa Gevic Ue e€anpeTnd axplBr) xou cuunayr teoto.

Eunvevopévol and npdopota mpotondévta ovtéha, 6tne to npocapubéotuo Lyedov - Apuoviné Movtéro (aQHM)
xat To mpooapuboo Apuoviné Movtého (aHM), Swtundvoupe ) dewpla e mpooapudoiune Hutovoedoic
Movtehomoinong xou mpoTelvouue €vol HOVTENO TOU OVOULETAL EXTETUUEVO TREOCUPUOCIUO Lyedov - Apuovind
Movtédo (eaQHM), o onolo eivar évor un TapaUeTEXd HOVTENO, KoV VoL TpocapUboel Tar oTiypoaior TAETY xou
PAoEIC TV GLVOETACEWY BAONE TOU GTA TOTUXE YEOVIXS UETHBUNAOUEVA YUPUXTNPIOTIXG TOU CHUATOS TNE PWVAC,
oauPBhdvovtag €tol TN YvwoTh unddeor tng Tomixic otaodtTog.  Amodewvieto 6t to eaQHM mapoucidlel
vdnidtepeg embddoelc and 1o aQHM oty avdhuon xar avacOVIEST) TwY EUEOVLY TUNUETLY @wvihc. Me Bdon
70 eaQHM, évo uBEWBIKS clotnua avdhuone / cbvieone owhiag mapouaidletar (eaQHNM), pall ye pior uBEWBL
éxdoon tou touv aHM (aHNM). Enntiéov, napouctdoude xivntpa yla piol avomopdoTtaoy) ToU GHUNTOS TNS PLVAS
og M0 10 Qdouo xaL o 6NN TN BLdpxeLd Tov, Yenotwomoldvtag to eaQHM, avanopiotdvTtag €Tol dha T UEET) TOU
ofoTog TS PwVAc, Ue udninc avdiuone AM-FM nuitova. H afiohdynon Seiyvel 6t 1 npocoppociudtnta xou n
OYEBOV-apUOVIXOTNTA Elvol dEXETY) YLl VoL TapdEel TOAD LPMAY ToLOTNTA TNV AVAGUVIEST] TV GPWVKY TUNUATOY
N QWVAC. XTN CUVEYEL, TAPOLCLAleTon To GOOTNUA TATIPOUS PACUATOS avdAuoNS xou olvieong Baclouévo oto
eaQHM, to omolo uneptepel cuoTudTwY Tou VYewpolvtan state-of-the-art, uBeWdd ¥ TApoug avdiuong, otny
avdiuan xa avacivieon gwvic. H urepoyn tou oty notdtnta avacivieons emiBeBatcyInxe Ue avTiXELEVIXES ol

UTOXEWEVIXES AELOAOYHOELS.

‘Ooov agopd tig epapuoyés, o eaQHM xou to aHM egapudloviar ot petaoynuatiogolds guvic (xhudxwon
XeOVoL xou xhpdxwaor depehddouc cuyvitntog). O petaoynuatiopol mou npoxdnTovy eivor LPNAAC ToldTnTaC,
axohovdvtog ToAD anholc xavoves, oe cUYXplon e dhha cuothuata state-of-the-art. Ou évvoiec tng oyetinic

pdong xou NS xaduotépnong oxetxic @dong etva LOTUAC ONUAGTAS Yiot THY OVATTUEN UETOCY NUATICUEVOU GHUATOS
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HE YopoxTNeloTixd avahholwtou oyfuatog, ywels texvixd eattopata, xou Vdniic towdtntag. To anoteléopata
delyvouv OTL T CUCTNUOTA BACLOUEVA OTHY AEUOVIXOTNTO TEOTIHOLYTOL EVAVTL AUTEOV TNG OYEDOV-APUOVIXOTNTAC,
AoYw e anhotnTag g avanpactdons. Emmiéov, to eaQHM egapudleton oto mpdlinua tng poviehomonong
ONUATWY NYOU, XL CUYXEXPULEVO TiYwV Louo®y opydvwy. To eaQHM afloloyeitan xan olyxptvetar pe state-
of-the-art ocuotiuarta, xou €yel LPNAéc emdboelc 6GOV APORd TNV TOLOTNTA ETAVACUVIESTS, VOTOPIOTWVTAS HUE
emtuylo Tor oTddl NG emldeong, TG WETHBaoNG, Ko TNG CTATXOTNTAS EVOS HYou Uouoxol opydvou. Télog,
plot GAAT) TPOTEWVOUEVT EQUPUOYT EYXELTAL OTNV avdAuoY xou To€lvouncn tne exgpeactixic outhlagc. To eaQHM
eQapuoleTal oTNY AVAAUGT] TNG EXPEACTIXNE OUIAOC, TOUEEYOVTAS TIC OTIYUINLES TUPAUUETEOUC TOU WC YAUPUX TNELOTIXE
ToU Unmopoly va yenotporonloly oty avoyvoplon xou tadvouncy, Bactouévn oe dlavuopatixoic xPavtioTéc,
eEXQPUCTIXNAEC Opthiog. Av xon T NULTOVOELDTY] HovTELa BeV Ypmotdomolovvial cuVAHlwe ot TéTolEC EQapUOoYES, To

anotehéopota elvol eEATIBOQORAL.
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Chapter 1

General Introduction

Without any doubt, speech is the most important and the most natural means of communication between humans.
For this, digital processing of speech signals has been one of the most exciting areas of signal processing. In the last
decades, speech research has led scientists and engineers in the discovery of several tools that still have tremendous
impact on society. Voice communication and storage has been made effective and efficient due to advances in speech
coding [RDO1, HIA02] algorithms and technologies. Human-computer interaction became more convenient because of
speech recognition [HD10] techniques that were able to make computers understand not only human speech but also
human languages. Interactive systems increased their efficiency by corresponding to humans with natural voice: speech
synthesis [ZTB09] algorithms are responsible for that. Speech analysis [Qua02] models and principles managed to
provide deeper knowledge about human speech production system, helping medical doctors towards faster and reliable
detection of pathologies and anomalies in speech. Algorithms for enhancement of speech [BMCO05] under noisy con-
ditions made terrestrial and satellite communications more robust. Entertainment industry got benefit from advanced
speech transformation [Sty08] techniques to provide artificial voices in toys, films, and video-games. The list is endless
and gets more and more populated day by day.

Apparently, speech processing has numerous applications and probably will have more in the future, when the con-
vergence of computers, communications, and the Internet will grow stronger.

1.1 The Human Speech Production Mechanism

This thesis is related to speech, hence a brief review of the human speech production mechanism from an acoustic
point of view should not be omitted. Figures 1.1a and 1.1b show the basic parts and organs that work together in speech
production. These are roughly divided into three groups: the lungs, the larynx, and the vocal tract. First, the lungs provide
the energy in the form of an airflow travelling into the trachea, where it is modulated by the glottis (see Figure 1.1b).
This modulation results in either a quasi-periodic or a noisy source, which comes into the vocal tract and determines the
phonation type. The vocal tract consists of the three cavities: the oral, the nasal, and the pharyngeal. Inside the vocal tract
the source is shaped, hence giving sound its naturalness. Finally, the resulting waveform is radiated by the lips. More
specifically, when voiced sounds are produced, the larynx is the source of the sound energy. First, the vocal folds are
coming closer until fully attached to each other, temporarily blocking the airflow from the lungs and leading to increased
subglottal pressure. When the resistance offered by the vocal folds becomes less than the subglottal pressure, the vocal
folds re-open. Then, a combination of factors, including elasticity, laryngeal muscle tension, and the Bernoulli effect,
lead to an immediate closure of the vocal folds. The vocal cords will continue to open and close in a quasi-periodic
fashion as long as the process is maintained by a steady supply of pressurized air from the lungs. As they open and close,
pulses of air flow through the glottal opening. The frequency of these pulses determines the fundamental frequency (fj)
of the source and contributes to the perceived pitch of the sound that is produced. This fundamental frequency varies over
time, providing linguistic information, as in the different intonation patterns associated with questions and statements,
and information about emotional content, such as differences in the emotional situation of the speaker. The vocal tract,
consisting of both the oral and nasal cavities can serve as a time-varying acoustic filter that suppresses sound energy at
certain frequencies while allowing it at others. The frequencies where local energy maxima are sustained by the vocal
tract are called formants and are determined by the shape, length, and volume of the vocal tract, whereas the frequencies
where local energy is suppressed are named anti-formants.

When unvoiced sounds are produced, the larynx is again the source of the sound energy; however, the vocal folds may
be completely open, as in unvoiced consonants /s/ and /f/, whereas an intermediate position may also occur in phonemes
like /h/. In stop consonants, such as /p/, /t/, or /k/, the vocal cords may act suddenly from a completely closed position in
which they cut the air flow completely, to totally open position producing a glottal stop.
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Figure 1.1: Anatomy of the human speech production system.

1.2 Modeling Speech

Over the years, scientists and engineers have invented numerous ways to represent the speech production mechanism
in a mathematical context. Roughly speaking, there are two different, but not distinct, approaches: (a) a mathematical
model that takes into account the actual speech production mechanism, considering it as a linear, time-varying system,
excited by an input signal that differs according to the type of voicing (voiced or unvoiced speech), and (b) a mathematical
model that represents the speech signal as a time-series, that is, a sum of amplitude and frequency modulated sinusoids.
Approaches that follow the former model can be generally named as source-filter models, whereas for the latter they are
said to follow a sinusoidal model.

1.2.1 The Source-Filter Model

The source-filter theory of speech finds its origins in the work of Fant [Fan70]. In brief, the acoustic speech output
is commonly considered as a result from a combination of a source of sound energy, which is the larynx, modulated by
a filter with its characteristics determined by the shape of the vocal tract. This combination results in a shaped spectrum
with broadband energy peaks. This model is the so-called source-filter model of speech production.

From a signal processing point of view, the source-filter theory is implemented as follows. In voiced speech, the
source of sound is modeled as a series of glottal pulses that represent the glottal volume velocity. The distance of the
successive pulses determines the fundamental frequency of the signal. In unvoiced speech, there are no pulses, since the
vocal folds do not quasi-periodically open and close. Thus, zero-mean white noise is used to model the characteristics of
unvoiced speech. Thereafter, the source signal excites a time-varying filter that represents the vocal tract characteristics,
as described earlier. Some models incorporate the lip radiation into the source, since the spectral characteristics of the
lip radiation follow a high-pass-like structure. The source is then the derivative of the glottal flow [FLL85, PQR99], and
is driven into the vocal tract filter. The accurate estimation of the source, especially in voiced speech, and the vocal tract
signal is a notoriously challenging problem in digital speech processing [Mak75, Alk92, EJM91, LM95, YV98, PQR99,
COCMO1, BDDDO05, FM06, DWBHO06, VRR06, VRCO07, Degl0, Alk11].

1.2.2 The Sinusoidal Models

The sinusoidal-based models for speech representation generalize the binary glottal excitation model (glottal pulses
for voiced and random noise for unvoiced speech) used in the source-filter theory. In these models, the excitation
waveform is assumed to be composed of sinusoidal components of arbitrary amplitudes, frequencies, and phases. The
process of estimating the sinusoidal parameters, along with the assumptions on the nature of the model, is the main
difference among sinusoidal-based representations [MQ86, Gri87, Ser89, SMFS89, Sty96, GS97, JJH99, HVKO02, JHO2].
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Thus, the speech waveform is modeled as time and frequency modulations of these sinusoids, as they pass through the
vocal tract and radiated by the lips. The basic assumption these models hold is that speech does not significantly change
in short time intervals, or - as it is often stated in the literature - speech is locally stationary. In practical terms, this means
that in a short time analysis window (20 — 30 ms), one can model speech as sinusoids that have constant amplitude and
frequency values. This is a convenient assumption that is not entirely valid but has been proven useful in practical
implementations of the models. An example of sinusoidal frequency decomposition is given in Figure 1.2.
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Figure 1.2: An example of sinusoidal analysis. Upper panel: the speech signal. Lower panel: the decomposed frequen-
cies present in the signal.

1.3 Thesis Subject

In this thesis, the main focus is on Adaptive Sinusoidal Models of Speech with Applications on Speech Modifica-
tions and Audio Analysis.

Adaptive Sinusoidal Models (aSMs), although not all of them developed in this thesis, are presented under a common
perspective, as sinusoidal models that are adaptive to the local characteristics of the underlying speech signal. In other
words, they do not share the stationarity assumption the models discussed earlier do. The first aSM was developed in
2010 by Pantazis [Pan10], following a quasi-harmonic model suggested by Laroche [Lar89], and successively refining
it [PRS08, PRS09b, PRS09a, PRS10] until reaching a model that is non-parametric and adaptive to the local phase
characteristics of the analyzed signal. This model is called the adaptive Quasi-Harmonic Model (aQHM) [PRS11].
Two years later, Degottex and Stylianou proposed a full-band adaptive Harmonic Model (aHM) [DS13], where the
analysis uses a quasi-harmonic scheme for an accurate fy estimation but the synthesis is strictly harmonic. In this
thesis, we introduce a new model, the extended adaptive Quasi-Harmonic Model [KPRS12, KRS14], where adaptation
includes both amplitude and phase. The main advantage of aSMs is the accuracy of the parameter estimation process,
that is either a very accurate f; estimation (aHM) or very accurate sets of amplitudes, frequencies, and phases (aQHM,
eaQHM). The process to obtain such accuracy is adaptation. Later, a detailed description of the models will be presented,
the advantages of each model will be highlighted, and a comparison on speech analysis and resynthesis will take place.

In addition, Speech Transformations refer to the various modifications that may be applied to the speech signal. It
covers a wide area of research from speech production modelling and understanding to speech perception, and from natu-
ral language processing, modelling and control of speaking style, to pattern recognition and statistical signal processing.

Speech Transformations (the terms “transformations” and "modifications” are used interchangeably in the rest of this
text) have many potential applications in areas such as speech synthesis (e.g. for interactive Voice Response Systems,
dialogue systems, text-to-speech systems), entertainment, film and music industry, toys, chat rooms and games, high-end
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hearing aids, vocal pathology, and voice restoration. An objective of this research is to propose and implement algorithms
for speech modifications based on the aSMs. More specifically, two main goals are to be addressed: time and pitch-scale
modifications. Let us now give a formal definition on these two terms.

¢ In time-scale modification, the rate of articulation is changed without affecting the perceptual quality of the
original speech.

e In pitch-scale modification, the fundamental frequency is changed while preserving the short-time envelope
(vocal tract) characteristics as well as the duration of the original speech..

Although other types of transformations do exist, such as voice conversion (where speech of a source speaker is trans-
formed to match as closely as possible the speech of a farget speaker), this work is focused only on the modifications
with no specific target speaker. It is interesting to note that modifications include terms such as rate of articulation and
short-time envelope (vocal tract), implying that there is a combination of sinusoidal-model and source-filter theory in
order to provide high-quality speech modifications [QM86, QM92, Sty96].

Moreover, a variety of applications of the aSMs are presented in this thesis. These include the Modeling of Musical
Instrument Sounds and the Analysis and Classification of Expressive Speech using the adaptive Sinusoidal Models
(and mostly, the eaQHM). For the former, the eaQHM is compared to the Exponentially Damped Sinusoidal Model
(EDSM), which is considered as the state of the art in audio modeling, and the superiority of the eaQHM is demonstrated
in terms of musical instrument sounds representation. Regarding the latter, the eaQHM is compared to the standard SM
in representing expressive speech, and some preliminary results regarding recognition and classification are shown. The
motivation behind applications is to examine if the parameters obtained from the models can yield higher performance
in fields other than speech analysis and resynthesis.

1.4 Thesis Contribution

The contribution of this thesis with respect to the aforementioned speech processing fields of the introductory para-
graph can be depicted in Figure 1.3.

Speech
Analysis

Speech
Classification

Figure 1.3: Contribution of this thesis with respect to some well known speech processing research fields.

Namely, this thesis contributes the following achievements:
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* An extension of the adaptive Quasi-Harmonic Model, called the extended adaptive Quasi-Harmonic Model -
eaQHM. The eaQHM performs full signal adaptation, e.g. not only the phase is adapted to the signal but also
the amplitude as well. Thus, the signal can be modelled more accurately, and this can be demonstrated both
subjectively and objectively. This work has been published in ICASSP 2012 [KPRS12].

 The family of adaptive Sinusoidal Models is introduced, which is a collection of models that can locally adapt their
parameters on the analyzed signal. This set of models include the recently proposed adaptive Quasi-Harmonic
Model - (aQHM), the extended adaptive Quasi-Harmonic Model - (eaQHM), which is proposed in this thesis, and
the recently suggested adaptive Harmonic Model - (aHM).

* The eaQHM is shown to accurately model unvoiced parts of speech, such as stop consonants and fricatives, as
adaptive, high-resolution AM-FM components. Since the eaQHM models both voiced and unvoiced speech very
accurately, the eaQHM is suggested as a model for a residual-free, full-band model of speech. Part of this work
has been published in Interspeech 2012 [KRS13].

¢ In this context, hybrid and full-band systems of analysis and synthesis of speech based on the aSMs are revised,
developed, and described. The eaQHM-based system is shown to stand among adaptive models and outperforms
the state-of-the-art in terms of both accuracy in signal reconstruction and perceptual transparency compared to the
original signal. This work has been published in ICASSP 2014 [KRS14].

* Speech modifications are proposed: pitch and time-scaling. The modifications are characterized by high quality,
simplicity, flexibility, and freedom of common artefacts. Hybrid and full-band analysis, synthesis, and modifi-
cations systems based on aSMs are presented. The modifications are of high quality and are governed by very
simple rules, making the transformations very attractive. Specifically, time-scaling is simply implemented by re-
sampling and interpolating the instantaneous amplitude and frequency of the speech signal. For the phase, a very
simple approach is suggested based on the notions of relative phase and relative phase delays. For pitch scaling,
the estimation of a spectral magnitude envelope is necessary, but no phase envelope estimation is followed, thus
significantly simplifying modification. Part of this work has been published in ICASSP 2013 [KDRS13] and
in ICASSP 2014 [KDRS14].

* Applications of the eaQHM are discussed:

1. The eaQHM is applied on modelling musical instrument sounds. It is shown that the eaQHM can handle all
parts of the sounds, including silence, onset, transient, and stationary part. The accuracy of the reconstruction
is shown to be high and the synthesized sound is indistinguishable from the original. Extensive comparisons
to the state-of-the-art have been made and the superiority of the proposed model over the competition is
demonstrated. This work has been published in EUSIPCO [CKMS13], in WASPAA [CKD*13], and in
IEEE Transactions on Audio, Speech, and Language Processing [CKMS] (under peer review).

2. The eaQHM is applied on expressive speech analysis and classification. It is shown that aSMs can analyze
and resynthesize various styles of expressive speech with very high accuracy and quality, whereas the classi-
fication rates are higher than standard sinusoidal approaches in emotion classification. This work has been
accepted in EUSIPCO 2014 [KYMS14] and in Interspeech 2014 [YKS14].

1.5 Thesis Organization

The rest of this thesis is organized in three parts, as follows:
1. In Part I: Adaptive Sinusoidal Models

(a) Chapter 2 discusses the adaptive Sinusoidal Models, as standalone signal analysis tools for speech.
2. In Part II: Speech Analysis, Synthesis, and Modifications

(a) Chapter 3 briefly presents the related work in the field of speech analysis, synthesis, and modifications. The
most important systems are categorized and described.

(b) Chapter 4 describes analytically the suggested analysis and synthesis systems and compares them with other,
well-known, state-of-the-art systems. Objective and subjective results are presented.

(c) Chapter 5 suggests speech modification methods using the systems presented in Chapter 4, and are compared
to the state-of-the-art.

3. In Part III: Applications
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(a) Chapter 6 presents applications of the newly proposed systems in musical instrument sound analysis.

(b) Chapter 7 discusses the application of the aSMs in expressive speech analysis and classification.
4. Chapter 8 concludes the thesis and suggests possible future research directions.
5. Appendix I presents a residual analysis of musical instrument sounds obtained from sinusoidal models.
6. Appendix II presents the publications made during this thesis.

Subjective evaluations are supported with on-line demonstration pages that verify the conclusions derived.
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Part I

Adaptive Sinusoidal Models






Chapter 2

Adaptive Sinusoidal Modeling

The term adaptive Sinusoidal Models - aSM refers to the family of sinusoidal models that are able to adapt their
parameters to the local characteristics (phase and/or amplitude) of the analyzed speech signal. It should be highlighted
that non-adaptive (conventional) sinusoidal models do consider local stationarity of a signal in their representation.

Before going into details, the notions of stationarity and adaptivity should be precisely defined. It should be noted
that stationarity is a general term that can be used to characterize any signal; however, adaptation will be defined in a
context of representing a signal with a set of complex exponential basis functions. Now let us define the stationary and
adaptation terms for sinusoidal analysis.

Consider a set of complex exponential basis functions that a signal is projected onto.

* A complex exponential is called stationary in a well-defined time interval when its frequency and/or its amplitude
are constant.

* A complex exponential is called adaptive in a well-defined time interval when its amplitude and/or frequency are
computed by taking into account the local characteristics of the signal which is projected onto it.

In general, the aSMs are founded on the principle of projecting a signal segment onto a set of non-parametric, time-
varying, non-stationary set of complex exponential basis functions inside an analysis window, whereas conventional
sinusoidal models consider that speech characteristics remain relatively unchanged in a local level, thus their basis func-
tions are stationary in amplitude and frequency. The construction of this set of time-varying basis function depends on
the adaptive model, as it will become apparent in this chapter.

First, the heart of all aSMs is presented, the so-called Quasi-Harmonic Model - QHM. The QHM is not an adaptive
model itself, but it provides the mechanism for adaptation, that is a frequency correction mechanism, which yields an
estimate of the mismatch between the actual and estimated frequencies. This frequency correction is added to the es-
timated frequencies to allow a closer representation of the underlying signal. An iterative procedure on the parameter
estimation leads to the iterative Quasi-Harmonic Model - iQHM, which successively updates the frequencies until a con-
vergence criterion is met. However, both QHM and iQHM hold the local stationarity assumption, that is, all parameters
are obtained by projecting the signal on a stationary set of exponential basis functions.

To alleviate the local stationarity assumption, the adaptive Quasi-Harmonic Model - aQHM developed by Pan-
tazis et al [PRS11] is presented and then, we propose an extension, the extended adaptive Quasi-Harmonic Model -
eaQHM [KPRS12]. These models go one step further and exploit the frequency correction mechanism of QHM to refine
their frequency estimations, along with the iterative construction of a time-varying, non-parametric, and non-stationary
set of basis functions where the signal is projected onto. Hence, a definition for the adaptation term is given as follows:

Consider a set of complex exponential basis functions that a signal is projected onto.

Adaptation is an iterative construction of a set of complex exponential basis functions according to the local charac-
teristics of the underlying signal, which are successively used to refine the instantaneous components of the signal, e.g.
the instantaneous amplitude, frequency, and phase.

In simpler words, the 7*" adaptation cycle refines the instantaneous parameters of the signal, and uses them to form
the non-stationary exponential basis functions of the (i + 1)*" adaptation cycle.

Moreover, QHM can work as an initializer for aQHM and eaQHM, providing a well-estimated set of frequency
tracks. However, any AM-FM algorithm can be used as an initializer (such as a simple Harmonic Model (HM) or a peak
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picking process via FFT). Finally, another recent approach, referred to as the adaptive Harmonic Model - aHM [DS13]
is briefly presented. The aHM is a purely harmonic model but benefits from the idea of non-stationary basis functions to
provide a closer representation of speech via an iterative refinement of the fundamental frequency.

2.1 Introduction

In general, an aSM can be described as

a(t) = ( > @(t)%(t)) w(t) 2.1)
k=—K

where 11, (t) denotes the set of non-stationary basis functions, C, () denotes the amplitude term of the model, 2K + 1 is
the number of exponentials (hence, K + 1 sinusoids), and finally w(t) is the analysis window with support in 7', T'].
In conventional sinusoidal models, including the Sinusoidal Model [MQ86], the Harmonic Model (HM) [Sty96], and
others, the set of basis functions 1y (¢) in the analysis part is stationary in frequency and in amplitude. For example, the
basis functions in the SM are in the form of

M) =17 O (1) = ap 2.2)

where the amplitudes and frequencies of the basis functions are constant inside the analysis window (1 and fj, respec-
tively). However, in the aSMs, as will be described in the following sections, amplitudes and frequencies of the basis
functions are non-parametric and depend on the actual characteristics of the analyzed signal:

¢gSM(t) = ay(t) - ej¢k(t)7 2.3)

where () is the time-varying instantaneous amplitude of the k' basis function, ¢y (t) is the instantaneous phase of
the k*" basis function, computed as the integral of the instantaneous frequency, fx(¢). The amplitude term of the model,
C#SM(t), is time-varying for all aSMs. Specifically,

GQHM 4y — 1. ed0x () Co@HM 4y — g 4 1y, 24
ZaQHM (t) = an(t) - ejm(t)7 CZ“QHM (t) = ag + tby 2.5)

and j
’L/)]%HM (t) -1. ejk¢0(t)7 CZ‘HM (t) = ag + tbg (2.6)

where ay,, by, are the complex amplitude and slope of the k" component of the model, ¢(t) is the instantaneous phase
of the fundamental frequency, computed as the integral of the latter.

Based on this introductory analysis, the description of the aSMs follows next, starting from the QHM, which is
fundamental for the discussion and understanding of aSMs.

2.2 The Quasi Harmonic Model (QHM)

As we mentioned in sinusoidal modeling, a signal can be represented as follows:

K
z(t) = < Z akej%f’“t> w(t), (2.7)
k=—K

where 2K + 1 is the number of components with complex amplitudes ay, at frequencies fx, and w(t) is the analysis
window. Let us assume that fj denote the correct frequencies of the signal components. In sinusoidal modelling,
frequencies are estimated first (e.g., by peak-picking, by considering harmonics of a fundamental frequency, etc.), before
the estimation of the complex amplitudes. The estimated frequencies will be denoted here by fk. Then, we may write:

fo=Ffetm k=-K, . K 2.8)

If the error, 7, is high, then the estimation of the complex amplitudes, ay, is severely biased.
To cope with this problem, in [PRS09a] and [PRS08] the use of the Quasi-Harmonic Model (QHM) for the represen-
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tation of speech was suggested:

z(t) = ( Z (ar + tbk)eﬂ”f’“t> w(t), (2.9

k=—K
where by, denotes the complex slope of the k" component. In the frequency domain, the k*"* component is written as:
Xi(f) =aW(f - fk)+]7 "(f = fr) (2.10)

where W ( f) is the Fourier transform of the analysis window and W’(f) is the derivative of W (f) over f. In [PRS08],
it was shown that QHM is able to correct frequency mismatches using the projection of by onto ay:

bi, = p1,xak + p2,kjak 2.1D
where ja; denotes the perpendicular (vector) to ag. The p1, po parameters are computed as:

_ R{ar }R{br} + S{ar}S{br}

|ax?

, (2.12)

and

_ R{ar}S{be} — J{ak}%{bk}

PRE 2.13)

where R{ay }, R{bx } and S{ay}, S{by} are the real and imaginary parts of ), and by, respectively. By substitution in
(2.10) and if we consider the Taylor Series expansion of W (f — f;, — £2:k ), and the value of term W"(f) at fj, as small,
then for small values of ps 1, it can be shown [PRS08] that the kth ¢ omponent can be expressed in time domain as:

Xilf) = a [W(F = i) = ZEW/(F = o) + 3 52W/(f = ) (2.14)
If we consider the Taylor series expansion of W (f — Pk,
W = fi= B2 =W(f — fi) - pif W'(f = fi) + O3 " (f = ) 2.15)

and the value of term W (f) at fy, as small, then for small values of ps ., it can be shown [PRS08] that the k' component
can be expressed in time domain as:

i (t) = ag eI (2 fitpa )t + pl,kteﬂ’”@’“t} w(t) (2.16)

Thus, p3 /27 is an estimator of the frequency error 7y

o pae L R{ar}S{be} — S{an}R{bi}
Ne = 45— = 5= 2
2m 2m |ak]

7 2.17)

where p; j accounts for the normalized amplitude slope of the k" component. In [PRS08], it was also shown that this
correction depends on the magnitude of ps 5 and the value of the term W' (f) at f;. The frequency mismatch correction
mechanism can be depicted in Figure 2.1, where in Figure 2.1a, a harmonic template is estimated from the known fj
value, and in Figure 2.1b, the frequency correction estimates 1) are applied.

The estimation of ay, b, is performed via Least Squares (LS) in the following way:

Let us define the parameter vector x as

x = m (2.18)
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Figure 2.1: Frequency correction with QHM. Left panel: Frequency estimation without frequency correction using a

harmonic model. Right panel: Frequency estimation after frequency correction using QHM. Red dashed line denotes the
estimated magnitude spectrum, and black solid line denotes the original magnitude spectrum of a speech frame.

The error is defined in discrete time by

N
cab) = Y [sn] - syln]?
n=—N
N

Y (sn] = sln])*(s[n] — sq[n])

n=—N

(2.19)

(2.20)

where s[n] is the original windowed signal, s,[n] is the Quasi-Harmonic representation of Eq. (2.7), and 2N + 1 is the
window size. In matrix notation, if we separate the window values from the samples, Eq. (2.20) becomes

e(a,b) = (Ws— Wsy)(Ws - Ws,) (2.21)
= (W(s—5q)TW(s—sq) (2.22)
= (s—5q)"WHW(s —sq) (2.23)

where W is a square matrix having the analysis window values in its diagonal, s is the original signal samples in a vector,
and  denotes the Hermitian operator.

Now, the QHM can be written in matrix notation as

N
sqln] = Z (ax, + nby,)eI?™fun/ s (2.24)
n=—N
N - N o
= Z akej2ﬂ'fk"/fs+ Z nbkej2ﬂ'fk"/fs (2.25)
n=—N n=—N
sq = Eoa+Eib= [EolE] m = Ex (2.26)
where ; ;
Eo = (Eo)n = /"5 | By = (E)n g = n(Eo)nk = ne’”™ 75 (2.27)
and

E— [E0|E1] (2.28)
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Hence, the minimization comes to

) _ (2.29)
ox
g(s —Ex)"WHW((s-Ex) = 0 (2.30)
X
The solution is given by
x = m — (EFWHWE) 'Ef WHWs 2.31)
Finally, the signal can be locally approximated as
K o X
z(t) = Z |dk|e](27r(fk+77k)t+¢k)w(t) (2.32)
k=—K
where .
oK = ZLay, (2.33)

Although the QHM has been proved to perform better than standard Sinusoidal or Harmonic Models [PRS09a], it still
assumes that the signal is stationary inside the analysis window.

2.3 The adaptive Quasi-Harmonic Model, aQHM

To alleviate the non-stationarity assumption, an adaptive Quasi-Harmonic Model (aQHM) has been suggested by
Pantazis et al [PRS11].

K
x(t) = ( > (ax +tbk)ej(¢k(t+t’7)_¢’°(“))> w(t), t€[~T,T) (2.34)
k=—K

where ¢y, (t) denotes the instantaneous phase function of the k" component and ¢; is the center of the analysis window.
The term by, plays the same role as in QHM; it provides a means to update the frequency of the underlying sine wave at
the center of the analysis window, ;. Given the samples of the input signal in vector s, the model parameters are found
via LS, as in QHM:

L‘j — (EfWHWE) 'Ef WHWs (2.35)

where W is the matrix containing the window values in the diagonal, s is the input signal vector, the matrix E is defined
as E = [Eg|E+], the submatrices E;, i = 0, 1 have elements given by
(EO)n,k = IOk (tntti)—¢r(t:) (2.36)
and ,
(E1>n7k _ tne](¢k(tn,+ti)_¢k(ti)) — tn(EO)nJm (2.37)

and the instantaneous phase of the k** component can be computed as

R R ti+t
¢k(t) = gf)k(ti) +/ ZWfk(u)du, te [7T7 TL (2.38)
t

i

where f(t) is the frequency trajectory of the £ component.

Using the definition of phase, the instantaneous phase of a single component, ¢(¢), is computed as the integral of
the instantaneous frequency, f(¢). The instantaneous frequency is obtained from an initial parameter estimation, such
as in QHM. In order to interpolate phase values between two successive time instants, ¢;, t;41, the following equation is
proposed:

~ t+t; ~
o(t) = o(t;) + / 27 f (u)du (2.39)

t;

where qg(tl) is the instantaneous phase estimate at time instant ¢;. However, this solution does not take into account the
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frame boundary conditions at time instant ¢, 1. Hence, there is no guarantee that the phase value at time instant ¢, 1,

),y = Otiv1) +27M (2.40)

where M is an integer appropriately selected to be as close as possible to

P(tiv1) — Qg(ti))

™

M= round( (2.41)

where round (-) is the rounding to closest integer function. In order to ensure phase continuation over frame boundaries,
it is suggested [PRS11] to modify Eq. (2.39) as:

t+t; .
ot) = dlt:) + / (2 F (u) + () du (2.42)

Li

where c(u) is given by

c(u) = r(tiy1)sin (Lu )) (2.43)
tig1 —t;
This way, Eq. (2.40) is satisfied if we choose 7 (¢;+1) as
ti oM — p(t;
r(ti+1) _ 7T(¢)( +1) +2m d)( +1) (2.44)

2(ti+1 — ti)

where M is computed as in Eq. (2.41).

In contrast to QHM, where the argument of the basis functions is parametric and stationary, in aQHM the argument
of the basis functions is neither parametric nor necessarily stationary. Moreover, the aQHM basis functions use the
instantaneous phases which have been estimated from the input signal. In that sense, these are also adaptive to the
estimates of the current phase characteristics of the signal. The process of successive adaptations is shown in Figure 2.2.
However, only phase adaptation is allowed in this model. Naturally, amplitude adaptation should be included as well,

F Frequency F Parameter F

correction Interpolation
Iteration 1 /\/ > /\
"TEERER u _/ _/ \/
t t t
|

I - Original
, Model becomes Basis ng;ga
E B E B
Model
F Frequency F Parameter Window

, ~ R correction Interpolation
Iteration 2 /\y > /\/ — /\‘/
t t

Figure 2.2: [llustration of the adaptation of the frequency trajectory of a sinusoidal partial inside the analysis window in
aQHM. The figure depicts the first and second iterations of aQHM, showing local adaptation as iterative projection of
the original waveform onto the model. Horizontal axes represent time, vertical axes represent frequency.

and this the concept of the next section.

2.4 The extended adaptive Quasi-Harmonic Model - eaQHM

In this thesis, we propose an extension of aQHM to include amplitude adaptation, called the extended adaptive
Quasi-Harmonic Model (eaQHM):

K ~ ~
z(t) = ( > (ax +tbk)éuk(t)ej(¢’“(”“)¢’“(t"'))> w(t), te[-T,T] (2.45)
k=—K
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where
ARt t)

(1) = = © (2.46)

where t; is still the center of the analysis window and Ay (t) is the instantaneous amplitude of the £*"* component obtained
from a previous adaptation step. The estimation of the unknown parameters of eaQHM is similar to that of QHM:

[:‘)] = (E"WHWE,) 'E.fW"Ws (2.47)
where W and s remain as previously defined, the matrix E, is defined as Eq = [Eqg|Ee1], and the submatrices Eej;,

1 = 0, 1 have elements given by 4
(Eeo)n,k = ak(tn)ej(¢k(tn+ti)_¢k(ti)) (2.48)

and
(Eel)n,k = tnak(tn)ej(¢k(tn+ti)7¢k(ti)) - tn(EeO)n,lm (249)

It is clear that the basis functions are adapted to the local amplitude characteristics of the signal. Please note that the
instantaneous amplitude Ay (t) is divided by Ay (t;) before its use in the basis functions.

In picturing the amplitude and frequency modelling of the eaQHM within the analysis window, Figures 2.3 and 2.4
show how conventional sinusoidal models like HM, SM, or QHM behave inside their analysis window. Their exponential
basis functions are stationary in frequency, thus being inefficient on the representation of highly non-stationary frequency
curves. The same argument applies for amplitude curves, although frequency estimation is far more important than
amplitude estimation.

A
)
c Real frequency
%’_ ----- Stationary estimation
) — = Adaptive estimation
| | analysis window | 4 Center of window
) time ~

a

Figure 2.3: Inside the analysis window, the frequency trajectory of a partial (solid grey line) is assumed to be constant for
stationary sinusoidal models (dotted line), while eaQHM (dashed line) iteratively adapts to the shape of the instantaneous
[frequency.

A
m .
ks Real amplitude
= Stationary estimation
% - = Adaptive estimation
|  analysis window | I, Center of window
1 .
[ time

Figure 2.4: Inside the analysis window, the amplitude trajectory of a partial (solid grey line) is assumed to be constant for
stationary sinusoidal models (dotted line), while eaQHM (dashed line) iteratively adapts to the shape of the instantaneous
amplitude.
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2.5 Algorithm for Adaptive Sinusoidal Analysis

Adaptive Sinusoidal models require an initialization step, so QHM will be used for this purpose, although any fre-
quency estimation algorithm can be used. Thus, the initials steps consist of the following:

fots) = fR(ticr) + ik (2.50)
A(ty) = |ak|, (L) = Za 2.51)

where t; is the center of the i*" analysis frame. The AM-FM decomposition algorithm using eaQHM is provided in
Algorithm 1.

Algorithm 1 AM-FM decomposition using eaQHM

Require: Provide initial frequency estimate £ (t1)
for frame s = 1 to L do
Compute al , bl using LS
Update £2(t;) using Eq. (2.50)
Compute A2 (t;) and @2 (t;) using Eq. (2.51)
Set £ (tiy1) = B2 (t:)
end for
Interpolation of the parameters {AQ(t), f2(t), $9(t)}
Adaptation of amplitudes and phases:
for adaptationm = 1to - -- do
for frame i = 1 to L do
Compute al , b using q@f{“_l(t) of Eq. (2.42) and Eq. (2.47)
Set £ (t:) = £ (t1-1) + M
Set A" (t;) = |al | and @ (t;) = Zal
end for
end for
Interpolation of the parameters { A (t), 2 (t), o (t)}

The convergence criterion for the algorithm was selected to be the following:

SRER™ ! — SRER™
SRER™—1

<e€ (2.52)
where SRER™ is the Signal-to-Reconstruction-Error Ratio of the resynthesized signal in the m*" adaptation, defined as

SRER = 20log;y — 2% (2.53)
Tu(t)—i(t)

where o, denotes the standard deviation of :(¢), z(t) is the actual signal and () is the reconstructed signal, and where €
is a threshold for convergence, typically set to 0.02. As a last step of the algorithm, the signal can finally be approximated
as the sum of its AM-FM components:

K
)= D Aw(t)e!
k=—K

2.6 Evaluations

In this section, a performance comparison between the two adaptive quasi-harmonic models described so far on
synthetic and real voiced speech is presented.

2.6.1 Validation on Synthetic Signals

For the purpose of demonstrating the performance of eaQHM, we consider a two-component signal with modulated
amplitudes and frequencies, defined as:

z(t) = a (t)ej(%flt+¢1(t)) + a2(t)ej(2ﬂfzt+¢2(t)) (2.54)
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where the above parameters are given in Table 2.1, and the sampling frequency is Fs = 8 kHz, while the window length is

’ Sinusoid H Ist \ 2nd ‘
fi 700 1000
oi(t) 1g + cos(2780¢) 3 + cos(2m50t)
a;(t) 2 4+ 0.8 cos(27100)t | 2 + 0.6 cos(2w100t)

Table 2.1: The parameters of the synthetic signal.

10 msec. It should be noted that the amplitudes of the signal components are high-frequency modulated and thus, the local
amplitude linearity is violated. The time-varying amplitudes a;(¢) and the time-varying frequencies F; = f;+ i %@' (1),
for ¢ = 1, 2, are to be estimated. In Figure 2.5, the parameters as they are estimated by aQHM are depicted, whereas in
Figure 2.6, the same information is depicted for the eaQHM algorithm. As it can be seen in Figures 2.5 and 2.6, the
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Figure 2.5: Parameter estimation for aQHM. Upper panel: Amplitude (a) and Frequency (b) estimation for first compo-
nent. Lower panel: Amplitude (c) and Frequency (d) estimation for second component.

eaQHM performs better than aQHM in the estimation of the time varying frequencies and, especially, of the time varying
amplitudes.

To test the robustness of the estimations provided by the eaQHM, additive white Gaussian noise of 20 and 10 dB SNR was
added to the synthetic signal z(¢) described above. For comparison purposes, results for the aQHM are also provided.
The performance of the algorithms is measured through the Mean Absolute Error (MAE) for amplitudes and frequencies.
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Figure 2.6: Parameter estimation for eaQHM. Upper panel: Amplitude (a) and Frequency (b) estimation for first com-
ponent. Lower panel: Amplitude (c) and Frequency (d) estimation for second component.

The MAE of a parameter 6 is defined as:

M
A 1 Ars
MAE{0} = 5, > 109 — 6] (2.55)
i=1

where A(*) is the estimated parameter at the 7* simulation, and M is the number of Monte Carlo simulations. The results
shown in this section are based on M/ = 10000 Monte Carlo simulations and the length of a Hamming analysis window
for both models was 10 ms. The analysis step size was set to 1 sample. Table 2.2 presents the MAE and SRER scores
for the aforementioned levels of noise.

MAE scores and SRER

SNR \ Model \ a (t) \ as(t) \ Fi(t) \ Fy(t) \SRER(dB)
~ aQHM | 0.2380 | 0.1842 | 7.6105 | 9.1731 22.6
eaQHM | 0.0889 | 0.0949 | 5.9217 | 7.0505 42.0
20 dB aQHM | 0.2235 | 0.1735 | 7.2704 | 7.8563 18.2
eaQHM | 0.1036 | 0.1079 | 6.1682 | 7.1241 20.3
10 dB aQHM | 0.2317 | 0.1860 | 8.6071 | 9.0302 10.7
eaQHM | 0.1490 | 0.1476 | 8.0513 | 8.1022 10.9

Table 2.2: MAE scores and SRER for aQHM and eaQHM for 10* Monte Carlo simulations.
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2.6.2 Validation on Voiced Speech

The next step is to test the proposed model on real speech, and in particular, on voiced speech signals. The sug-
gested iterative AM-FM decomposition algorithm based on aQHM/eaQHM can be applied on voiced speech signals in a
straightforward way. Actually, the aQHM/eaQHM algorithm can be applied on a large voiced speech segment. Indeed,
assuming that voiced speech is quasi-periodic and that the frequency content of voiced speech signals does not change
very fast, then we only need to provide the fundamental frequency of the first voiced frame at the beginning of the voiced
segment, fj(¢1), and then assume f,g (t1) = kfo(t1). Applying QHM analysis on the first voiced frame, an updated set of
fk can be obtained for that frame. The updated set of frequencies can then be used as initial estimates for the next voiced
frame. Continuing in this way, the whole voiced region will be analyzed by providing just the fundamental frequency for
the first frame of the voiced segment. It is worth noting that the accuracy of the fundamental frequency estimator is not
crucial for aQHM/eaQHM, since frequency mismatches are easily corrected.

For our purpose, we consider a voiced speech signal from the CMU-ARCTIC database with sampling frequency Fs; = 16
kHz and duration of about 0.35 sec. For both algorithms, the number of harmonics was set to X = 40 and an estimate
of the fundamental frequency of the beginning of the segment was given to the algorithm. At most 10 adaptations were
allowed to the models. The analysis window size was 2.5 pitch periods and the analysis step size was 1 sample. In the
following, the signals are considered up to a fixed maximum voiced frequency (5500 Hz). The original signal, along with
the aQHM/eaQHM reconstructed signals and corresponding reconstruction errors, are shown in Figure 2.7.

To objectively compare the performance of both algorithms, the SRER defined in Eq. (2.53) was used. The SRER was
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Figure 2.7: Upper Panel: Original signal. Middle panel: aQHM (left) and eaQHM (right) reconstructed signal. Lower
panel: aQHM (left) and eaQHM (right) reconstruction error.

41.2607 dB for aQHM and 45.2166 dB for eaQHM. Two adaptations for aQHM and three adaptations for eaQHM were
necessary for the models to converge.

To confirm these results, a large-scale objective test was performed. Using three different step sizes, namely 1ms, 2ms,
and 4ms, we analyzed and reconstructed about 50 minutes of voiced speech from 3 speakers in the ARCTIC database.
The sampling frequency of the speech signals was downsampled to 16kHz. A Hamming window of fixed length was
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used; 3 times the average pitch period of the speaker. The same window was used for both aQHM and eaQHM. The
number of components was set to K = 30. The average and standard deviation of the SRER (in dB) is provided in
Table 2.3, along with various time-steps. Table 2.3 also presents the average number of adaptations (NoA) needed for
the algorithms to converge. It is evident that, on average, eaQHM scores higher in terms of SRER, requiring, however,

ARCTIC database evaluation
Step | Method | Mean (dB) [ Std (dB) | NoA
1 msec aQHM 34.5 4.6 2.9
eaQHM 35.8 5.7 3.8
9 msec aQHM 31.0 4.0 3.5
eaQHM 33.2 5.0 3.9
A msec aQHM 30.8 3.4 3.6
eaQHM 32.8 4.6 6.1

Table 2.3: Mean and Standard Deviation of SRER (in dB) for approximately 50 minutes of voiced speech from the
ARCTIC database.

slightly more iterations than aQHM.

2.7 The adaptive Harmonic Model - aHM

For completeness in this section, a very brief review of the adaptive Harmonic Model (aHM) is presented [DS12].
The adaptive Harmonic Model can be mathematically described as:

K

a(t) = > ax(t)e*Du(t) (2.56)

k=—K

where ay(t) is a time-varying complex function that copes with the amplitude and the instantaneous phase of the k"
harmonic component, w(t) is the analysis window with support in [—7', T'], while K is the number of the harmonics, and
¢o(t) is a real function defined as the integral of the fundamental frequency fo(t):

t
Po(t) = /O 27 fo(u)du (2.57)

The aHM has been successfully applied in speech analysis. Although it supports a strictly harmonic representation, the
adaptation part comes from the aQHM-based theory: aHM projects a speech segment on a time-varying, harmonically-
related set of exponential basis functions:

K
w(t)= 3 (ar +the)e 0 Ouw(t) (2.58)
k=—K

where z(t) is the modeled analytic signal of the speech segment, and ag, by, are the already introduced parameters of the
QHM. To obtain the ay, by, parameters, a Least-Squares minimization is set up:

Lj = (En"WHWE,) 'E, Y WHWs (2.59)

where W is the matrix containing the window values in the diagonal, s is the input signal vector, the matrix E;, =
[Eno|En1], and the submatrices Ey;, ¢ = 0, 1 have elements given by

(Eno)n e = €7Fo00tn) (2.60)

and _
(Ehl)n,k == tnejk(bo(t") = tn(EhO)n,lm (261)

a solution structure similar to the one described earlier for the Quasi-Harmonic Models. The parameters ay, by, provide
a frequency correction estimate 7, for each frequency. These corrections combine together to form a correction term
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related to the fundamental frequency, as a mean of the correction terms 7j;, relative to fo:
K
k=1

where K is the number of harmonics, and K is small at first (K ~ 4 — 5). The fgm"' term updates the fy estimation
(and thus, the ¢ of Eq. (2.57)). When | fg"”| is small, the current set of harmonics are considered to have converged
to the actual frequency values, and thus more harmonics can be added, and a new fg"”” can be estimated. Based on this
iterative process, a dedicated algorithm that successively refines the fundamental frequency curve to accurately localize
the frequencies of the harmonics up to the Nyquist frequency is built. This algorithm is named as the Adaptive Iterative
Refinement - AIR of fy. Further information on AIR can be found in [DS13], but an illustrative example will be presented
here.

Let us consider the spectrum of a speech segment, which is purely harmonically modeled in its low band, where the
frequency mismatch is considered small, as in Fig. 2.8a. Using the frequency correction mechanism of the QHM, a better
estimate of the fundamental is obtained, and thus the first few harmonics in the low band are refined (Fig. 2.8b). Then,
more harmonics are added (Fig. 2.8c) in the process, and further correction is applied on the fundamental frequency,
resulting in more precise estimates of the harmonics up to the mid-band (Fig. 2.8d). This scheme continues until all
harmonics are well localized up to the Nyquist Frequency (Figs. 2.8e, 2.8f). Compared to aQHM and eaQHM, the aHM

pfcorr 1 k

=2 (2.62)
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Figure 2.8: lllustration of the Adaptive Iterative Refinement - AIR algorithm of aHM.
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adapts the parameters of the model only once during analysis. However, during AIR- fj, the aj and by parameters of
aQHM are iteratively estimated, since they are involved in the refinement of the f,. The aHM will be presented in more
depth in the following chapter.

2.8 Number of parameters

For analysis and synthesis of a single frame, Table 2.4 presents an overview of the analysis and synthesis complexity
of the SM, aQHM, eaQHM, and aHM to allow comparison. Complexity is considered as the number of parameters per
frame each model requires to estimate (analysis) and represent (synthesis) K sinusoids. Please notice that the SM has
the same complexity in the analysis and synthesis stages, while aQHM and eaQHM fit more parameters iteratively (a
few times until convergence) during the analysis stage than for resynthesis. Finally, although the aHM is a harmonic
model and consequently has less parameters for synthesis (2K + 2), when the AIR- f; algorithm is used, the a; and by,
parameters of QHM are involved in the fundamental frequency refinement, and that implies an increase in complexity.

Real parameters per frame
SM aQHM | eaQHM AIR-aHM
Analysis | 3K +1 | 5K+1 | 5K+1 | 4K +1)+1
Synthesis | 3K +1 | 3K +1 | 3K+1 | 2K+1)+1

Table 2.4: Comparison of model complexity between SM, aQHM, eaQHM, and AIR-aHM for the analysis and synthesis
stages. The table presents the number of real parameters per frame as a function of the number of sinusoids K to
estimate (analysis complexity) and to represent (synthesis complexity) signals. Please note that the +1 term in all
models corresponds to the mean value (DC component) of the signal.

2.9 Conclusions

In this chapter, the adaptive sinusoidal models were presented. Three variants were discussed: the aQHM, the aHM,
and the eaQHM which is proposed in this thesis. In the aQHM, the frequency (and thus, the phase) of the signal is
adapted to the local characteristics of the analyzed signal. In the eaQHM, the amplitude, along with the frequency of the
signal, is included in the adaptation process in a straightforward way. In the aHM, the instantaneous phases of the basis
functions are integer multiples of the instantaneous phase of the fundamental frequency, which is iteratively estimated
via a dedicated algorithm. The parameters of all models are computed using Least-Squares minimization. Experiments
on synthetic signals showed that eaQHM performs better than aQHM in terms of MAE and SRER. The robustness of the
eaQHM in the presence of white Gaussian noise is also demonstrated. Experiments on voiced speech using the ARCTIC
database showed that eaQHM outperforms aQHM in terms of signal reconstruction.
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Part 11

Speech Analysis, Synthesis, and
Modifications






Chapter 3

Related Work

In this Chapter, related work on the subject of speech analysis, synthesis, and modifications is presented. For the sake
of clarity and convenience, related work is divided into two subsections: parametric and non-parametric techniques. A
presentation of the most important schemes will be carried out in this work. All methods of speech analysis, modification,
and synthesis will be described starting from earlier approaches up until the latest ones, in order to show the evolution
of the scientific area throughout the years. Also, this way it is easier to highlight major improvements over the methods.
However, emphasis will be given in parametric approaches, since they are closer to the models-in-hand.

3.1 Non Parametric Techniques

Non-parametric techniques are mostly based on the Short-Time Fourier Transform (STFT), with the so-called Phase
Vocoder being the most well-known representative. Phase Vocoder is almost totally a frequency based technique. Other
approaches include time domain techniques, such as the Overlap-Add method (OLA) and its variants, with Pitch-
Synchronous OLA (PSOLA) being a milestone. The most significant ones from each perspective are discussed next.

3.1.1 The Phase Vocoder

The Short-time Fourier Transform (STFT) is the basis for the Phase Vocoder. Here, the basic mechanisms behind
STFT analysis, modifications, and synthesis are presented.

Analysis-Synthesis

The idea behind STFT analysis is that a Fourier Transform is performed on a windowed speech segment, then a shift
in time is made, and another Fourier Transform is applied, and so on, as it is depicted in Figure 3.1. The successive
window locations are called analysis time instants, denoted by t,, (k). Usually, the time shift is constant, and called frame
rate. That means the analysis time instants are regularly spaced, ¢, (k) = [ R, where R is the frame rate.

Thus, the STFT can be mathematically described as

X(ta(k),w) = > hu[n]z[ta(k) + nle 7" (3.1)

n=—oo

where h,,[n] is the analysis window, and x[n] is the speech signal. The role of the window is to select and weighten the
speech segment to be analyzed. The window is of finite duration and symmetric, and is of low-pass type. X (t,(k),w)
is also called the short-time analysis spectrum around time instant ¢, (k). It can be easily observed that for a given value
of w, the STFT X (¢,(k),w), can be viewed as the output of a complex band-pass filter centered at w, and sampled at
the successive time-instants ¢, (k). The STFT can also be described in terms of polar coordinates, magnitude and phase
(hence the name):

X (to(k),w) = M(tq(k),w)el®talB)w) — pr(f)el o) (3.2)
In practice, the STFT is evaluated at discrete frequencies, §2; = %’”, using the FFT, where N is the length of the FFT.

Having this time-frequency representation of speech, the modification stage consists of applying the desired modifi-
cations to the stream of short-time analysis spectra, to obtain the short-term synthesis spectra, Y (¢,(k),w), and then to
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Fast Fourier Transform

frequency X

time

Figure 3.1: The Short Time Fourier Transform

synchronize them on a new set of time instants, called the synthesis time instants, t;(k). This stream of synthesis time
instants is derived from the analysis time instants, according to the desired modification, as it will be explained later.
Finally, the synchronized short-time synthesis spectra should be combined to produce the desired modified signal. How-
ever, it should be noted that, in general, there is no time-domain signal y[n] that has as its STFT the Y (¢5(k),w). The
stream of short-time synthesis spectra must satisfy strong consistency conditions, described in [Por80]. That is because
the stream of short-time synthesis spectra correspond to overlapping short-time signals. A solution to that was proposed
by Griffin [GL84], by using the euclidean norm to estimate the signal y[n] whose STFT Y (£, (k), w) around time instants
ts(k) best fits the modified STFT Y (¢4(k),w). Solution to this minimization problem can be derived in closed form and
is similar to the overlap-add procedure.

However, for time and pitch scale modifications, it is convenient to refer to a parametric model of speech production,
although its parameters are not explicitly estimated. Portnoff [Por81] introduced a flexible quasi-stationary model of
speech, and this will be discussed next. The connection between STFT analysis and this model will be presented, as well
as the time and pitch scale modifications, with reference to this speech production model.

Stationary representation of speech As it is generally accepted, the speech production model is based on a time-
varying linear filter driven by an excitation signal, which is either a sum of narrow-band signals with nearly harmonic in-
stantaneous frequencies (voiced speech), or a stationary random sequence, with a flat power spectrum (unvoiced speech).
If we denote as g, [m] the response of the system at time 7 to a unit-sample applied at time (n — m), then G(n, w) is the
Fourier transform of g, [m] with respect to index m, i.e.

Z Gn[m]e 4™ = G(n,w)e? V() (3.3)

m=—0o0

G(n,w) and 9 (n, w) are referred to as the time-varying amplitude and phase of the system, respectively. Thus, g,,[n] can
be considered as nearly constant, since it represents the movements of physical articulators and it is usually relatively
slow, compared to the variation of the speech waveform. In voiced speech, the excitation waveform e[n] is represented
as a sum of harmonic complex exponentials with unit amplitudes, zero inital phase, and slowly varying fundamental
frequency function 27w/ P[n], where P[n] is the local pitch period. Mathematically,

P[n]—1
e[n] = Z eI rlnl (3.4)
k=0
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where ®;[n] is the excitation phase of the k" harmonic. That phase is defined as the integral of the time-varying
frequency wy[n] = 27k/Pln):

= " ork
Biln] = > wilm] = % (3.5)
m=0 m=0

Considering P[n] as nearly constant around time instant n, the following approximation can be derived:
Oi[m] = Pp[n] + wrn][m —n], Im —n| < e (3.6)

where € is a small constant. Now, the output of the time-varying filter is given by the convolution of the excitation and

the filter impulse response:
oo

x[n] = Z gnlmle[n — m] 3.7

m=—o0

Using the assumption of constant P[n] for the duration of g, [m], the excitation signal can be replaced by its local
harmonic representation:

Pln]—1 Pln]—1
z[n] = Z G(n,wk[n])e‘i(%[n]w(mwk[NJ)) — Z Ak[n}e-je’“[”] (3.8)
k=0 k=0

where Ay[n] is the system amplitude at the harmonic frequency wy[n]. The phase 0y [n] of the k*" harmonic is the sum
of the excitation phase ®j[n] and the system phase ;[n] = ¥ (n,wg[n]):

Gk [TL] = (I>k[n] + ’l/J(TL, wk[n]) = @k[n] + 'l/Jk[n] (39)

The term 6y [n] is referred to as the instantaneous phase of the k'* harmonic. Finally, since the system phase is slowly
varying, the instantaneous phase can be expressed as

Or[m] = O[n] + wi[n](m —n), |m —n| <€ (3.10)

Further information on how these parameters are estimated are given in [ML95]

Pitch and Time Scale Modifications

With this brief description of the speech production model in hand, time and pitch scaling modifications can be ad-
dressed.

The object of time scaling is to alter the rate of articulation without affecting the spectral content. The pitch and the
time evolution of the formant structure should be time-scaled, but not modified in any other way. A time-scale warping
function would be useful, to map time instants in the original signal and time instants in the modified signal. This
mapping t — t' = D(t) is called the time-scale warping function, and is often convenient to be expressed as an integral:

D(t) = /0 B(r)dr (3.11)

where §(7) is positive and is called the time modification rate. For a fixed 5(7) = f3, the time scaling warping function
is linear, and if 8 > 1, then speech is slowed down (time-scale expansion), whereas if 5 < 1, speech is sped up (time-
scale compression). For time-varying time-modification rates, the time-scale warping function is non linear. Now, with
reference to the speech production model introduced in the previous section, the speech parameters should be modified
as follows:

n' = P'[']=PD7(n) (3.12)
n' = Ajln] = Gin'] ZG[D_l(n’),Wi[Dfl(n’)]] (3.13)
W= o) = 9]+ v(D7 ). i) (3.14)
n = @;[n’]:Z% (3.15)
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The object of pitch scaling is to alter the fundamental frequency of speech without affecting the spectral envelope. A
time-varying pitch-modification factor ¢t — a(¢) > 0 is defined, which affects the pitch contour. Hence, the new pitch
contour will be
P[n]

n— P'ln] = ain]

(3.16)

For a(t) > 1, the local pitch is increased by a factor of a(t), whereas for a(t) < 1, the pitch is lowered by the same
factor. Thus, the speech parameters are modified as follows:

n’ — P'[n'] =a[n]P[n] (3.17)

n' — Aln'] = Gin'] = G/, a[n|w;(n)] (3.18)

n = 0in] = ®n']+ (0, aln'|wi[n']) (3.19)

n — ®n]= ”Z a[m]w;[m] (3.20)
m=0

3.1.2 The Speech Transformation and Representation using Adaptive Interpolation of Weighted
Spectrum (STRAIGHT) model

STRAIGHT is a hight-quality vocoder that uses pitch-adaptive spectral analysis combined with a surface reconstruc-
tion method in the time-frequency region, and an excitation source design based on phase manipulation. It preserves
the bilinear surface in the time-frequency region and allows for over 600% manipulation of such speech parameters as
pitch, vocal tract length, and speaking rate, without further degradation due to the parameter manipulation. STRAIGHT
is developed based on human speech perception system, which decomposes input sounds in terms of excitation (source)
and resonant (filter) characteristics and it performs a periodic/aperiodic decomposition of the source signal and the esti-
mation of pitch, as well as the spectrum. The quality of the resynthesized speech is high. However, the computational
complexity is also very high and other parameters related to voice quality are not explicitly estimated.

More specifically, STRAIGHT decomposes the speech signal into three terms

* A smooth spectrogram, free from periodicities in time and frequency
¢ An fj contour, and
* A time-frequency periodicity map, which captures the spectral shape of the noise and also its temporal envelope

During the analysis, an fy contour is accurately estimated using a fixed-point algorithm. Then, this f; estimate is
used to smooth out periodicity in the short-time spectrum using an fy-adaptive filter and a surface reconstruction method.
The result is a smooth spectrogram that captures vocal tract and glottal filters, but is free from the influence of fj. During
synthesis, pulses or noise with a flat spectrum are generated in accordance with voicing information and the fj contour.
Speech is resynthesized from the smoothed spectrum and the pulse/noise component using an inverse FFT with an OLA
technique.

From a modifications point of view, the step to be followed are very simple:

» Time-scale modification reduces to duplicating/removing ST slices from the STRAIGHT spectrogram and aperi-
odicity map.

* Pitch-scale modification reduces to modifying the f, contour

The three terms in STRAIGHT can be manipulated independently, which provides increased flexibility. STRAIGHT
allows very high-factor prosodic modifications while maintaining the naturalness of the synthesized speech. The main
disadvantage of STRAIGHT is its computational intensity. A schematic diagram for STRAIGHT is given in Figure 3.2.

3.1.3 The Overlap-Add (OLA) Methods

Pitch-Synchronous Overlap-Add (PS-OLA) is the basis for most time-domain techniques for time and pitch scale
modifications. A simple description of this technique follows next, along with its most important variants.
Analysis-Synthesis

The analysis step consists of decomposing the speech signal z[n] into a stream of short-time analysis signals, which
can be denoted as x[t,(k), n], where t, (k) is the index of the short-time signal. An analysis window h[n] is applied on
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Figure 3.2: STRAIGHT-based Analysis, Modification, and Synthesis.

the signal in order to extract the short-time waveform, i.e.
x[tq(k),n] = z[n]h[n — tq (k)] 3.21)

The time instants t, (k) are called analysis pitch-marks, and they are set in a pitch-synchronous manner on the voiced
segments of speech and in a constant manner on the unvoiced ones. The length of the analysis window, denotes as 7,
varies between different PSOLA schemes, but it is proportional to the local pitch period, P(k). For example, for Time-
Domain PSOLA (TD-PSOLA), T is around 2P(k), whereas for Frequency-Domain PSOLA (FD-PSOLA), T is around
4P (k). Usually, a Hanning window is used in most implementations, although other choices can be made, according to
mainlobe bandwidth and side-lobe attenuation.

The synthesis step is about transforming the stream of short-time analysis signals into a stream of short-time synthesis
signals. These synthesis signals are synchronized on a new set of time instants, called synthesis time instants, ¢, (k),
which are referred to as the synthesis pitch-marks. The stream of synthesis pitch-marks is determined from the analysis
pitch-marks, according to the desired prosodic modification. Also, a mapping ts(k) — t,(k) is determined, which
controls which analysis short-time signals should be selected for any given synthesis pitch-mark. A simple case consists
of elimination or duplication of the analysis short-time signals, under the assumption that there is a one-to-one mapping
between analysis and synthesis pitch-marks. In a more sophisticated approach, where there is no longer a one-to-one
pitch-mark mapping, interpolation between successive short-time analysis signals lying closest to the synthesis pitch-
mark is performed.

Finally, the synthetic output y[n] is obtained by applying a weighted least-squares OLA procedure on the synchro-
nized short-time synthesis signals. The analysis and synthesis windows are the same for TD-PSOLA, whereas in FD-
PSOLA, the synthesis window is different, in order to account for the inherent changes in the frequency domain.

Pitch and Time Scale Modifications

The modifications can be considered as an intermediate step between analysis and synthesis. At first, the synthesis
pitch-marks should be generated according to the desired pitch or/and time-scale modification, and then each synthesis
pitch-mark is mapped with one or more analysis pitch-mark. Finally, the synthesis is carried out as described in the
previous paragraph.

For pitch-scale modifications, the analysis pitch-marks are positioned pitch-synchronously, i.e.

talk + 1) — ta(k) = P(ta(k)) (3.22)
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where P(t) is the pitch contour function ¢ — P(t), and is considered constant within the analysis pitch-marks:
P(t) = P(tq(k)), ta(k) <t <tq(k+1) (3.23)

A new pitch contour, P’(t), is specified according to the desired pitch modification. The stream of synthesis pitch-marks
should be positioned pitch-synchronously with respect to this new pitch contour, that is

to(k+1) =ts(k) + P'(ts(k)) (3.24)
For each synthesis pitch-mark, ¢,(k), we have

L)
Bs(k))

where S(ts(k)) is the pitch-scale modification factor. A recursive equation is available to determine these synthesis
pitch-marks:

P(ts(k)) (3.25)

1 ta(k+1) p(p)
to(k 4 1) — to(k) = t(k+1)t(k)/t(k) S (3.26)
and
B(t) = B(ta(k)) = Bs, ta(k) <t <to(k+1) (3.27)

So, the synthesis pitch period ts(k + 1) — ¢5(k) is equal to a mean scaled pitch period in the original signal calculated
over [ts(k 4+ 1),ts(k)]. Figures 3.3 and 3.4 show an example of pitch modifications based on TD-PSOLA.

Original signal
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Figure 3.3: Real signal TD-PSOLA pitch-scaling. Upper panel: Original waveform. Lower panel: Pitch-scale modified
waveform. The pitch-scale modification factor is 2.

For time-scaling, a time-scale modification factor a, is associated with each analysis pitch-mark, from which a time-

scale warping function can be formulated:
D(t,(1)) =0 (3.28)

and
D(t) = D(ta(k)) + as(t — ta(k)), talk) <t < ta(k+1) (3.29)

Since the pitch contour must be preserved in time-scaling, a stream of synthesis pitch-marks is obtained from the analysis
pitch-marks, using the time-scale warping function. The pitch in the time-scaled signal at time ¢ should be close to the
pitch in the original signal at time ¢’ = D~'(¢). Now, a stream of synthesis pitch-marks should be found, such that

ts(k+1) = ts(k) + P'(ts(k)) (3.30)
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Figure 3.4: Pitch-scale modification scheme with TD-PSOLA method. Upper panel: Original waveform. Middle panel:
Three short time synthetic signals. Lower panel: Pitch-scale modified waveform.

For this purpose, the introduction of the so-called virtual pitch-marks, t,(k), in the original signal is convenient, such
that
ts(k) = D(tu(k)), to(k) = D7"(ts(k)) (3.31)

Hence, we need to specify t5(k + 1) so as ts(k + 1) — ¢5(k) is approximately equal to the original pitch at time ¢, (k).
Mathematically, this can be expressed as

1 tv(k‘+1)

bk + 1) — o (k) = / Pt)dt (332)
to(k+1) —tu(k) Ju, k)

with ¢5(k + 1) = D(t,(k + 1). In other words, the synthesis pitch period ¢4(k + 1) — ¢5(k) at time ¢,(k) equals to

the mean value of the pitch in the original signal calculated over the “virtual” interval [t,(k), ¢, (k + 1)]. Time scale

modification for TD-PSOLA is shown in Fig. 3.5.
In Fig. 3.6, phase-vocoder and TD-PSOLA time-scaling are compared.

3.1.4 Other Approaches

Other variants of PSOLA include Frequency Domain PSOLA (FD-PSOLA) [CS86], which is only used for pitch-
scaling and differs from TD-PSOLA in the definition of the short-time synthesis signals. Also, the modification is
performed in the frequency domain of the short-time analysis spectrum, by adjusting the spacing between the harmonics
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Figure 3.5: Time-scale modification with TD-PSOLA method. Upper panel: Original waveform. Middle panel: Three
short time synthetic signals. Lower panel: Time-scale modified waveform. Time-scale modification factor is 2.

by a factor 5.

Another approach is Linear Predictive PSOLA (LP-PSOLA) [MC90a]. The PSOLA scheme is embedded in a
residual-excited vocoder, where AR models are fitted on the speech signal at a pitch-synchronous rate, and prosodic
modifications are performed on the residual, which is obtained by methods of inverse filtering. The output is synthesized
by filtering the modified residual with the time-varying synthesis filters. More details can be found in [MC90b] [MT92].

Similar to TD-PSOLA is the Waveform Similarity Overlap-Add (WSOLA) [VR93] method, where neighbouring
frame similarities are exploited using autocorrelation techniques in order to avoid pitch period discontinuities or phase
jumps at the synthesis boundaries of the traditional TD-PSOLA or SOLA [RW85].

The pioneering work of Griffin and Lim [GL88] on the Multiband Excitation (MBE) Vocoder should be mentioned.
In MBE Vocoder, bands of the spectrum are separated as voiced or unvoiced. Methods to estimate the parameters of the
speech model are presented and methods to synthesize speech from the model parameters are described. Specifically, the
excitation and the spectral envelope parameters are estimated so that the synthesized spectrum fits, in the Least Squares
sense, the original spectrum. However, the system is only capable of time-scaling speech signals.

Improvement over the Phase Vocoder have been proposed over the years. Laroche et al [LD99] [Puc95] proposed
an explanation for the phasiness problem (often referred to as reverberation) and suggested an improvement for phase
calculation that significantly reduces the problem. Also, the computational cost was reduced by more than a factor of
two. Other improvements have been proposed in [Puc95].
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Figure 3.6: Comparison between phase-vocoder, STRAIGHT, and TD-PSOLA time-scaling. First panel: Origial wave-
form. Second panel: Time-scaled signal obtained by the TD-PSOLA technique. Third panel: Time-scaled signal obtained
by the STRAIGHT method. Fourth panel: Time-scaled singal obtained by the the phase-vocoder technique. Time-scale
modification factor is 2.

3.2 Parametric Techniques

Parametric techniques typically refer to methods which rely on a model of speech production, whose parameters are
to be estimated. Two are the main representatives of such techniques: (1) a model with several in-series systems that
represent the different stages of the human speech production system, i.e. excitation system, vocal tract system, and lips
system, and (2) a model of time-series representation, i.e. a sum of frequency and/or amplitude modulated cosines.

Speech production based models have their origin in the work of Fant [FS66]. A simplification of the human speech
production system is the following: (1) an excitation, which consists of a series of pulses, quasi-periodically placed
in time, and represent the pressure signal that comes from the lungs, passes through the vocal cords. Models of the
excitation, called glottal models, can be found in [Alk11]. (2) Subsequently, this excitation signal is modulated by the
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vocal tract, which boosts or suppresses certain frequencies according to vocal tract resonances, the so-called vocal tract
formants. The vocal tract is shown to be effectively represented by an auto-regressive — AR process. (3) Finally, the
signal passes through the lips, which can be represented by a first order high-pass filter, and thus enforces high frequency
components. The output of this system is the final speech signal. Although this model is simplified and is considered
as a linear system — which is not the exact case for speech production — it can represent speech phenomena quite well.
Parameters of such systems are typically the pitch period (distance between pulses of the excitation), the formant frequen-
cies and bandwidths, and the order of the AR process, although other parameters may be added, according to a specific
model. Modifications based on such systems include the variation of these parameters; pitch modification, formant and
bandwidth increase or reduction, glottal parameter manipulations, etc.

On the other hand, time-series based parametric representations include the decomposition of speech into compo-
nents: a deterministic part, which is usually modelled as a sum of frequency and/or amplitude modulated components,
and a stochastic part, which is modelled as frequency-modulated Gaussian noise, usually weighted by a time-domain
envelope. However, noise can be modelled by a sum of cosines as well, as in [MQ86]. Typically, the determinis-
tic part represents voiced speech, whereas the stochastic parts represents unvoiced speech, friction noise, etc. More
specifically, if the frequencies of the deterministic part are harmonically related, then the general model is called
the Harmonic model. Therefore, various combinations have been made in literature: Deterministic plus Stochastic
model [Ser89] [Sty96], Harmonic plus Noise model [Sty96], Sinusoidal plus Noise model [OdB99] and Quasi-Harmonic
plus Noise model [PTRS10]. Moreover, because of the inability of such models to represent highly non-stationary parts
of speech, such as stop consonants or transient speech areas, extended models have been suggested, generally called
Sinusoidal plus Noise plus Transients models [Lev99] [ThoO5].

Typical parameters of these models include the (harmonic or not) frequencies, amplitudes, and phases of the deter-
ministic part, the number of sinusoids, whether an analysis frame is voiced or unvoiced, the time envelope of the noise,
etc. Modifications using such models include parameter trajectory scaling. Interpolation schemes such as linear, cubic,
or spline, are used to estimate the parameter trajectories in between analysis frames. However, attention should be paid
both in phase coherence and in shape invariance of the resulting modified waveform.

The first approach was the Linear Predictive Vocoder [AH71], in which voiced speech is modelled as a convolution
between a periodic train of pulses and a time-varying AR filter. Although quite popular at the beginning, it was soon
abandoned due to its failure to provide high-quality modified speech. Later, Almeida and Marques [AS84] [MAS89]
were the first to propose the use of sinusoids for speech analysis and synthesis. In the late 80ies, Griffin [Gri87] and
Serra and Smith [Ser89], had proposed a model where the sinusoids were harmonically related. However, milestones in
sinusoidal modelling were the work of McAulay and Quatieri, the so-called Sinusoidal Model, which was followed by
several variants, such as [GS92], and that of Stylianou[Sty96] on harmonic modelling, referred to as the Harmonic Plus
Noise Model. The Sinusoidal Model is described next and the Harmonic Plus Noise Model follows. Finally, a recent
source-filter model referred to as the LF-ARX model [VRCO07] will be briefly discussed.

3.2.1 The Sinusoidal Model (SM)

In 1986, McAulay and Quatieri suggested their famous Sinusoidal Model (SM). In In this work, the speech waveform
s(t) is assumed to be the output of passing a vocal excitation waveform e(t) through a linear system h(t) representing
the characteristics of the vocal tract. The system h(¢) is assumed to account for both the shape of the glottal pulse and
the vocal tract impulse response.

Analysis-Synthesis

The commonly used binary unvoiced/voiced excitation model is replaced by a sum of sine waves of the form

N
e(t) =Y ax(t) cos(Qul(t)) (3.33)

k=1

where N is the number of sinusoids, ay, (t) is the time-varying amplitude associated with each sinewave, and the excitation
phase € (¢) is the integral of the time-varying frequency wy(t)

t
Qu(t) = / wr(0)do + (334)
0
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Figure 3.7: Sinusoidal Analysis, Modification, and Synthesis.

where ¢y, is the fixed phase offset because the sinewaves are not generally in phase. The vocal tract transfer function

H (wj;t) can be written as ‘
H(w;t) = M(w;t)ed¥@t) (3.35)

The dependence on ¢ is due to the fact that the vocal tract impulse response is time-varying. The system amplitude and
phase along each frequency trajectory wy(t) are given by

Mi(t) = Mlwr(t); 1 (3.36)

and

Yi(t) = Ylwe(t); ] (3.37)

So, when the excitation signal e(t) passes through the linear time-varying vocal tract i(t), the output is the sinusoidal
representation of the speech signal

N
s(t) = Z A (t) cos[fr ()] (3.38)
k=1
where
A(t) = a(t) Mi(t) (3.39)
and
Ok (t) = Qu(t) + Yr(t) + bk (3.40)

represent the amplitude and phase of each sinewave along the frequency trajectory wyg(¢). The validity of this represen-
tation is subject to the stationarity assumption of the excitation amplitudes and frequencies, compared to the vocal tract
impulse response.
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The analysis consists of two steps. First, the estimation of frequencies, composite amplitudes and phases is performed
using a high-resolution Fourier Transform magnitude. This is done in a frame-by-frame scheme, after applying a window
on the speech frame. The second step accounts for the separation of the system and excitation components.

For the first step, let S(w, kR) be the short-time Fourier Transform of the speech signal, and let R be the frame rate,
so the estimated values are taken at kR sample indices. Hence, if d)lk is the I*" frequency estimate of the k' analysis
frame, then the corresponding amplitudes and phases are given as

AF = |S(&F, kR)| (3.41)

and

0F = arg[S(Qf, kR)] (3.42)
where arg denotes the principal value.

For the second step, the separation of system and excitation parameters is done using homomorphic deconvolution,
under the assumption of the vocal tract transfer function being minimum phase. Thus, the excitation parameters at each
analysis frame boundary are obtained as o

ay = Ay M} (3.43)
and R . A
QF =0 — 4y (3.44)

The synthesis is performed in three steps. First, there is a matching procedure between parameter values computed
at two consecutive frame boundaries. Then, an appropriate interpolation scheme is applied on the resulting pairs of
amplitude and phase samples of excitation and vocal tract functions over each frame, and finally the sinewaves are
generated using the interpolated components.

The first step is about matching the excitation frequencies measured on frame k with those measured on frame k + 1.
After matching these frequencies, the matching of all other parameters comes easily, since they are measured at the
excitation frequencies. An algorithm for matching the location of the spectral peaks was proposed in [MQ86], which
uses a purely sinewave based model. One basic concept of this algorithm is the “birth-death” of a sinewave frequency. A
brief example of how this algorithm works is the following:

Let wl’f and wl’”l be the excitation frequency estimates of the [*" sinewave over frame k and k + 1, respectively. In
order to match these two frequencies (i.e. to assume that they belong to the same frequency trajectory), frequency wlkH
should lie in the interval [wf — A, wF + AJ. If it is not, then the frequency track associated with wf" is considered “dead”
in frame k + 1, its amplitude is zeroed in this frame, and frequency wl’“ is not considered any more. If, however, frequency
wF T Ties in this “matching interval”, and is the closest one to w]® (since there might be more than one that lie in that
interval - called candidates for matching), then it is declared as a definite match. After all matching is done, there might
be some unmatched frequencies in frame k + 1. If so, then new frequencies are “born” in frame k, with zero amplitude.

After parameter matching, the second step is about parameter interpolation. This is based on the assumption that the
excitation and system functions are slowly varying across each frame along frequency tracks w;(t). System amplitudes
M} and excitation amplitudes a} can be linearly interpolated. The system phases ] can also be linearly interpolated,
but this is not the case for the excitation phases and frequencies. Thus, a cubic polynomial is fitted on the excitation
phase [MQS86].

Finally, the synthetic waveform is given by

lth

L[n]
8[n] = Ailn] cos(6i[n]) (3.45)
=1
where X .
Al [n] = le [n]Ml [n] (346)
and
01[n] = Qu[n] + i[n] (3.47)

where L[n] is the number of sinewaves estimated at time 7.

Pitch and Time Scale Modifications

Having this sinewave based model, prosody modifications are straightforward.

For time-scale transformations, the parameters that are scaled are the system amplitudes and phases, M (w, ), and
1 (w, t), and the excitation amplitudes and frequencies, a;(t) and w;(t). The modification of these parameters correspond
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to moving slower or faster the vocal tract articulators and to stretching or compressing the frequency trajectories, respec-
tively. Specifically, for an arbitrary time scale transformation, the time ¢y of the original articulation rate is mapped to
the transformed time t{, through the mapping

ty = Wi(to) (3.48)

where W (t) is the so-called time warping function. Fixed rate time-scaling will be briefly discussed here, since it is more
convenient for understanding and the extension to time-varying rate change is straightforward. For fixed rate change p,
the time warping function becomes t' = pt = t = p~'#'. The mathematical model for time-scaled speech s'(t') is given
below:

L(t")
Aj(t) cos(0;(t')) (3.49)
=1
where
A(t) = Ai(p™') = ai(p~ ) My (p~'t) (3.50)
and
0,(t") = (") +wi(p~'t) (3.51)
where ,
t
q(t) = / wi(p~'T)dr + ¢ (3.52)
t/

1

The initial phase offset ¢; is chosen to preserve the impulselike nature of the excitation function during voicing, but in
practice the onset timing may be different among sinewave components. This leads to the phase dispersion problem,
which was handled in [QM92], by onset timing detection.

For pitch modification, the excitation frequencies must be shifted to new frequencies, according to a pitch scale
modification factor 8. Thus, frequency track w;(t) in the original signal corresponds to frequency track Sw;(t) However,
the model does not account for changes in the vocal tract spectral characteristics. For that, the system amplitudes,
M (w, t), and phases, ¥(w, t), must be computed at the new frequency track locations Sw(t). Hence, the mathematical
model for pitch-scaled speech s'(t) is the following:

$'(t) = a(t)M',(t) cos((t) + ¢j(t)) (3.53)
k=1
where .
Mj(t) = My(Bén, t), 0(t) = d(Ban,t), Q) =8 [ wi(r)dr + ¢ (3.54)

ty

Fig. 3.7 shows schematically the analysis, modification, and synthesis procedures.

3.2.2 The Harmonic Plus Noise Model (HNM)

During the early and mid-90ies, Stylianou proposed a new model, called the Harmonic plus Noise model (HNM) [Sty96].
In this model, speech spectrum is separated into two parts: a deterministic and a stochastic part, delimited by a time-
varying maximum voiced frequency. In the lower band (deterministic part), the signal is considered to be harmonic. The
stochastic part, which is the residual of the original signal minus the deterministic part, is modelled by an AR model
and its time domain behaviour is imposed by a parametric time domain envelope. In this model, both the analysis and
synthesis is performed in a pitch-synchronous manner, inspired by PSOLA. Thus, it can provide flexible techniques for
time and pitch scaling, which will be discussed shortly.

The harmonic part accounts for the quasi-periodic phenomena of speech, while the noise part models non-periodic
components, which typically include friction noise, unvoiced speech, etc. The time-varying maximum voiced frequency
is used to determine the limit between the two parts.

In the lower band, the signal can be modelled as a sum of harmonically related sinusoids with slowly varying ampli-
tudes and frequencies:

K(t)

Z A (t) cos(kO(t) + ¢r(t)) (3.55)
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where

t
o(t) / wo () du (3.56)
— 00
and where Ay(t), ¢x(t) denote the amplitude and phase at time ¢ of the k*" harmonic respectively, w(t) is the funda-
mental frequency and K (t) is the number of harmonics included in the harmonic part. The upper band contains the noise
part. In voiced speech, the noise part exhibits a specific time domain structure in terms of energy distribution, i.e. it
is concentrated in the part of the pitch period where the glottis is open. Thus, the frequency components of the noise
part is described by a time-varying AR model, and its time domain structure is formed by modulation using a parametric

envelope.

Analysis-Synthesis

Before applying the model on speech, an estimation of the fundamental frequency and the maximum voiced frequency
is required. Hence, a pitch estimator similar to the one used in [Gri87] is used. Then, a voicing decision is made, and
finally a refined pitch is defined as the fundamental frequency whose harmonics better fit the voiced frequencies detected
in the lower band. Using this stream of pitch values, the position and duration of the analysis frames are set at a pitch-
synchronous rare on the voiced portions of speech and at a fixed rate on unvoiced parts.

On the voiced frames, an estimate of the parameters are obtained at the center ¢; of the analysis window. Thus, the
model can be rewritten as

K
h(t)= > ax(ti)e’* ! = ZAk cos(kwot + ¢ (t:)), ti— N <t <t;+ N (3.57)
k=—K

where 2N + 1 represents the length of the analysis frame in samples, K = is the number of harmonics included

M
wo (t:)
in the harmonic part, and Fj;(¢;) denotes the maximum voiced frequency.
The estimation of the parameters is performed using weighted least squares, that is

N
e= Y wt)(x(t) - h(t)? (3.58)

where z(t) is the original signal. This is a different approach than the previously discussed Sinusoidal Model (SM),
which performs peak peaking over the speech spectrum. Since the parameter estimation is entirely done in the time
domain, shorter windows can be used. It is reminded that in SM (and other approaches that use FFT methods), a typical
analysis window has a length of three to four pitch periods, while in HNM two pitch periods are used. This is an
important property of HNM, since it is convenient for modelling segments where speech exhibits high pitch or amplitude
non-stationarity.

For the noise part, n(t), the estimation of the parameters is as follows. In each analysis frame, the power density
function of the original signal is modelled by a p'"*-order all-pole filter (p = 15 for a 16 kHz signal), and the variance of
the signal is calculated. Then, a parametric envelope is estimated in each frame. A triangular type time-domain envelope
has proved to provide satisfactory results. However, in [PS08], it was shown that an energy based time domain envelope
outperforms the triangle type approach.

The synthesis is performed in a pitch-synchronous way. In a plain synthesis (without modifications) scheme, the
analysis time instants, ¢, coincide with the synthesis time instants, ¢;. For the harmonic part, the amplitudes and phases
are estimated via LS, as previously mentioned, and are linearly interpolated between successive frames. Please note that
the phases are unwrapped before applying interpolation. This is done by a predicting the phase of the current frame,
using the phase of the previous one and the average instantaneous frequency. The noise part is synthesized using an
Overlap-Add (OLA) procedure, in order to avoid discontinuities at the frame boundaries. Given a synthesis time instant,
t', two pitch periods are synthesized by filtering a unit variance, white Gaussian noise through a normalized lattice filter,
and multiplying the output by the variance estimated at the analysis time instant, t¢. If the frame is voiced, then the
lower part is synthesized using harmonics, up to the estimated maximum voiced frequency, Fi;(t}). Thus, the noise
part is filtered by a high-pass filter with a cut-off frequency f. = Far(t,). Then, the synthetic noise part is obtained by
applying OLA on two noise parts, one synthesized at synthesis time instant ¢, and the other synthesized at ¢~ L. Finally,
for voiced frames, the triangular time domain envelope is applied directly on the synthetic noise part. The final synthetic
speech signal is obtained by adding the two parts,

s(t) = h(t) + n(t) (3.59)
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Figure 3.8: Harmonic + Noise Analysis, Modification, and Synthesis.

It is worth mentioning that since a harmonic assumption is held in this model, there is no need for frame-to-frame
frequency matching, as in the Sinusoidal Model.

Pitch and Time Scale Modifications

For the sake of convenience, the case of joint time-scale and pitch-scale modifications is discussed here. As a first
step, the new time synthesis instants should be found, according to the analysis time instants and the desired pitch and
time scale modifications. HNM follows a pitch-synchronous scheme, inspired by PSOLA, which was briefly discussed
in the previous section. A mapping between the synthesis and analysis instants is determined, specifying which analysis
instant should be selected for a given synthesis one. This is performed according to the following constraints: for pitch
scaling, the time evolution must be preserved, and for time scaling, the pitch contour must be preserved.

In case of pitch scaling, one should compute the amplitude and phases for the modified harmonics. For this, a
spectral and phase envelope estimation is necessary. In HNM context, a regularized cepstrum technique is used [LM95],
where discrete cepstral coefficients are calculated, with a frequency domain LS criterion, combined with a regularization
method to increase robustness of the estimation. The amplitudes are then obtained by sampling the estimated envelope
at the new harmonic frequencies. For the phase envelope, another approach is followed. Consider a voiced frame of a
voiced portion of speech. The phase is unwrapped in the frequency domain by adding integer multiples of 2, in order
to keep the frequency slope variation, d¢y, = ¢x,1 — ¢, as smooth as possible, where k is the k*" harmonic. In the next
voiced frame, the phases are unwrapped by using the frequency slopes from the previous frame and not the frequency
slopes of the current one. This way, phase continuation is guaranteed both in time and in frequency domain. Finally, the
new phases are obtained by sampling the phase envelope at the modified pitch harmonics.

Having the new amplitudes and phases, the synthesis of modified speech is performed in the same manner as in
synthesis without modifications. It is observed that modified speech is free of artefacts like “buzziness” or “metallic”
notion, like in SM or other approaches. An overall flow diagram for HNM is depicted in Figure 3.8
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3.2.3 The LF+ARX model

A common approach in speech processing is to represent the speech production system as a source-filter model. In
such representations, the source is referred to as the glottal flow derivative (GFD) (as the convolution of the glottal flow
and the lip radiation). A well-known model for GFD representation is the Liljencrants-Fant model (LF model) [FLL85],
which characterizes the GFD using a number of parameters - usually five: one for the location of the glottal source, one
for the amplitude, and three for the shape of the glottal flow. Figure 3.9 shows a typical LF waveform. Usually, the

LF model

(og, a, EO

Amplitude

Ee

Time (one period)

Figure 3.9: The LF-model.

parameters that define the shape of the waveform include the Open Quotient (O, = %), the Asymmetry Coefficient
(ay, = %), and the Return Phase Quotient (Q, = dﬁ). So, a period of the LF model can be mathematically

described as . ()
Eie* sin(wt 0<t<T,
upp(t) = { CBpletT) L WMT-T] 1 <r< Ty, (3.60)

where the parameters a, b, w are related to the previously mentioned coefficients that define the shape of the GFD.
Hence, the speech signal can be represented by means of an Auto-regressive model with an exogenous input (ARX
model)[DKA95]:

sln] = —Zak[n]s[n—k] + bourr[n] + e[n] (3.61)
k=1

where ay[n] are the time-varying coefficients of the order p AR model that describes the vocal tract, and e[n] is the
residual signal that carries information that remains uncaptured by the ARX-LF model.

Analysis-Synthesis

The analysis procedure consists of two steps: One, the estimation of the ARX-LF model parameters, and two, the
decomposition of the residual signal. The residual signal has been proposed to decompose in three different ways [AR09]:
a HNM-based decomposition, a modulated noise model, and a harmonic model.

At first, the parameters of the ARX-LF model are estimated in the following way: initially, an estimate for the fj is
provided. Second, an estimation of the glottal closure instant (GCI) is performed [VRCO07]. Third, a Viterbi algorithm is
applied to regularize the LF source. Finally, the AR parameters are estimated. After this procedure, the residual can be
modelled using any of the aforementioned ways. This analysis is for voiced parts — for unvoiced parts, the above analysis
scheme is replaced by a simple Warped Linear Predictive (WLP) analysis.

The synthesis is done pitch-synchronously by passing the reconstructed glottal source through the time-varying AR
filter. The reconstructed glottal source is given as

uln] = wnju'[n] + (1 — wln])u'un] (3.62)

where w(n] is a Hanning window whose length is twice the local period, and u'[n] and u!*![n] denote the short term
glottal signals obtained from the /*" and the (I + 1)*" analysis instants, respectively.
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Pitch and Time Scale Modifications

When modifications are applied, then two intermediate steps are involved: i) the determination of the sequence of
the analysis frame indices given a stream of fj; and time modification coefficients, and ii) the modification and synthesis
of the selected speech frames. The first step is very similar to the PSOLA analysis scheme. For time scaling, a typical
duplication or elimination of frames is performed, so the focus will be on pitch scaling. So, the LF waveform and the
residual signal need to be modified, since AR parameters that describe the vocal tract remain untouched.

The modified LF waveform is related to the original one by

ﬁLF(;O) = ULF(TLO) (3.63)

which states that the spectrum of the modified glottal source is a stretched version of the original one with a duration of
To.
Another way to modify the pitch is to change the shape parameters of the LF model:

Ty

T.=T, = 0y=0,= (3.64)
Ty
) . 1-0,Tp
To=T0 e Qu=Qu—r2= (3.65)
© Q1—0qT0

where Oq, Qa represent the modified open and return phase quotients, respectively. It should be noted that the shape of
the spectral envelope of the LF waveform is preserved in this way.

3.2.4 Other Approaches

Parametric modelling has many other representatives and in this paragraph, some of them will be briefly discussed.
In parallel to the work of McAulay and Quatieri on the Sinusoidal Model, Serra [Ser89] suggested a hybrid system
for the analysis, transformation, and synthesis of sound based on a deterministic plus stochastic decomposition. This
system is designed to obtain musically useful intermediate representations for sound transformations. The method is
similar to the HNM described earlier in terms of decomposition, but the deterministic component is represented by a
series of not-necessarily-harmonic sinusoids calculated by a STFT-based peak-picking method, as in SM. The stochastic
component is represented by a series of magnitude-spectrum envelopes that work as a time-varying filter excited by
white noise, similarly to HNM. This approach is able to create new sounds out of the representation of a particular
sound. The deterministic signal is obtained by synthesizing a sinusoid from each trajectory. Then, the residual between
the deterministic component and the original sound is modelled by a series of envelopes. Finally, the stochastic signal is
generated by an inverse STFT. This system is very flexible and allows for transformations of the sound by manipulating
each component separately.

George and Smith [GS97] proposed a novel speech analysis/synthesis system based on the combination of an overlap-
add (OLA) sinusoidal model with an analysis-by-synthesis technique to determine the model parameters. An equivalent
frequency-domain algorithm that takes advantage of the computational efficiency of the FFT is introduced and a refined
OLA sinusoidal model is presented, which can offer shape-invariant speech modifications. The quality of the system is
very high when the underlying frequencies are accurately estimated. Shape invariance and phase coherence are explicitly
controlled in the modification process.

The Exponentially Damped Sinusoidal Model (EDSM) has also been proposed [NHD98a, JTH99, JHJ04] for model-
ing transient parts of speech or audio, along with more powerful parameter estimation schemes based on either Matching
Pursuit or Subspace Methods. Subspace methods have good spectral properties and do not suffer from the time-frequency
trade-off embedded in other methods. However, they are computationally intensive.

Furthermore, Degottex [Deg10] supported that a model which is more dedicated to voice production better respects
physiological or acoustic constraints. Towards this direction, the Separation of the Vocal tract with the Liljencrants -
Fant (LF) model plus Noise (SVLN) is suggested. The Transformed LF (TLF) glottal model is used to represent the
deterministic component of the source. Instead of using the standard, tri-parametric version of LF [FLG85], a single
parameter, named R4, is used to control the shape of the source. The reason for this is that, according to Fant [Fan95],
the R4 is the most effective parameter to describe voice qualities into a single value. Zero-mean Gaussian noise is used
for representing the random component of the source. Amplitude modulation is applied on this noise during synthesis, to
improve naturalness. Due to the different spectral properties of the deterministic and random components, the estimation
of the Vocal Tract Filter (VTF) is adapted by taking into account this mixed source model. Transformations such as
breathiness, time-scaling, and pitch transposition are available on this model, with very good results compared to the
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state of the art. However, as in almost all glottal-based models, there is a stability problem when estimating glottal
parameters in frames that are in-between voiced and unvoiced, i.e. transient frames.

Finally, refinements of the proposed models using more powerful parameter estimation schemes have been presented.
The Fan-Chirp Transform (FChT) [KW06, WKO07] is a recently introduced transform that employs an adaptive analysis
basis composed of quadratic chirps. A sinusoidal analysis of speech similar to [MQ86] but with the FChT instead of the
FFT has been conducted [DQ07, DQMO09] with very satisfactory results. However, speech modifications are yet to be
developed.

3.3 Conclusions and Discussion

The methods discussed so far yield high quality for speech resynthesis and moderate modifications. Parametric
methods, such as SM or HNM, work well for well-estimated frequencies and under the assumption that speech is short-
term stationary. That is, sinusoids that represent voiced speech have constant amplitudes and constant frequencies for
a short time analysis window, typically 20 — 30 ms. It is already shown in [PRS11] that this is not the case in speech,
where there are rapid, non linear amplitude and frequency changes during short time intervals. It is essential for high-
quality speech analysis, synthesis, and modifications, to be able to capture these short-time fluctuations. Furthermore,
parametric models usually represent speech in a two-fold process: they estimate the model parameters on a “deterministic
part” of speech, and the “randomness” is then modelled differently. Separation of components has been proved practical
and convenient for processing, synthesis, and manipulation of speech, under the assumption that the components are
well-separated and accurately estimated. Finally, voice production-based models, such as ARX-LF and SVLN, although
providing high-quality output, they are complicated and very sensitive in parameter estimation, especially in unvoiced
or transient parts. Hence, it would be desirable to have a parametric speech model that is relatively simple, flexible,
high-quality, and robust in resynthesis and modifications.

Towards this direction, hybrid systems of speech analysis based on eaQHM (extended adaptive Quasi-Harmonic +
Noise Model - eaQHNM) and aHM (adaptive Harmonic + Noise Model - aHNM) will be presented in this thesis, with
very satisfactory results in terms of perceptual quality. However, it will be shown that certain assumptions in component
separation of hybrid systems are not necessary, and all speech sounds can be very accurately represented as AM-FM
components only. Thus, speech can be uniformly represented very accurately as a sum of AM-FM sinusoids, providing
compactness, uniformity, and simplicity of speech representation. Modifications will be applied on this representation of
speech as well, and their performance will be discussed and compared with the corresponding hybrid systems, as well as
with other state-of-the-art systems.

Regarding transformations, the models described in this chapter have their limitations. Modifications based on non
parametric frequency-domain methods introduce an undesirable reverberation effect, known as ’chorusing”, as well as
other effects, such as transient smearing (loss of percussiveness) and phasiness (coloration of signal). Also, a number of
them are computationally intensive. On the other hand, non parametric time-domain methods, while free of reverberation
or chorusing artefacts and computationally efficient, they rely heavily on the quasi-periodic assumption of speech. Fur-
thermore, parametric modelling is highly dependent on the performance of the analysis and synthesis algorithm. Hence,
it is believed that since adaptivity provides a high quality analysis/synthesis scheme, prosodic modifications would be of
superior quality compared to standard sinusoidal modeling techniques. However, certain aspects in speech modifications
should be taken care of. An important aspect is the spectral and phase envelope estimation during pitch scaling. An
accurate estimation of these envelopes is necessary in order to evaluate the magnitude and phase values of the shifted
frequencies. While there is a variety of approaches for the magnitude envelope estimation, the phase envelope esti-
mation is a difficult problem. In this thesis, phase modifications for time and pitch scaling is handled via very simple
mathematical properties. Moreover, shape invariance is a property of analysis/synthesis systems that plays an important
role. Shape invariance refers to the ability of a system to preserve the temporal structure of the speech waveform. The
inability to maintain the shape of the waveform is caused by the so-called phase dispersion problem, which is due to
that the reconstructed signal has the same frequency information as the original signal but the relationship of the phases
between the different sinusoids has changed. This effect is audible and can be described as “chorusing”. In this work,
phase dispersion effects will be minimized using a very simple method that utilizes phase properties, and specifically, the
notions of relative phase for the harmonic models and the relative phase delays for the quasi-harmonic models.
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Chapter 4

Speech Analysis and Synthesis based on
Adaptive Sinusoidal Models

In a Chapter 2, the members of Adaptive Sinusoidal Models family have been analytically described. However, their
application on running speech is not straightforward. In literature, there are two different approaches in speech analysis
systems. The first one is based on hybrid systems, that is, analysis and synthesis systems that decompose speech into
more then one components, usually a deterministic and a stochastic one. The second one is based on full-band System:s,
that is, analysis and synthesis systems that treat all parts of speech the same way, as a sum of AM-FM components. In
this chapter, speech analysis and synthesis systems based on the aSMs will be presented, and among them, the newly
suggested eaQHM will be discussed and compared to the other aSMs and the state-of-the-art. Discussion and motivation
on both hybrid and full-band approaches will be presented in this chapter as well.

4.1 Hybrid Systems

Hybrid systems are considered well suited for resynthesis and prosodic modifications, since a well-mastered sepa-
ration of speech into a deterministic and a stochastic component leads to a better manipulation of them and that aids
to an enhanced quality of speech synthesis and modifications. A typical flowchart of a hybrid system is shown in Fig-
ure 4.1. Let us briefly discuss the elements of a general hybrid system. First of all, in the analysis part, the pre-processing
stage often includes actions such as pitch estimation, voiced/unvoiced decision, maximum voiced frequency estimation,
filtering, enhancement, or noise cancellation. The deterministic analysis part is responsible of modelling the determinis-
tic characteristics of speech, whereas the stochastic analysis models the random component of speech, such as friction
noise, unvoiced speech, etc. Except for the usual deterministic and stochastic component, recent speech models often
include a transient part [AR09, Lev99], which captures (but not necessarily models) the transient parts of speech (vowel-
to-consonant frames, and vice versa, as well as stop sounds) and is handled differently than the other two components.
However, the identification of a transient frame is not an easy task, and the most convenient choice is to account them in
either the deterministic or the stochastic part.

When the analysis parameters for all speech components are estimated, they are passed to the synthesis step, where
a pre-processing of the parameters is performed, as for example parameter interpolation or spectral envelope estimation,
in case of speech modifications. Finally, each component is synthesized separately and all components are summed up
to form the synthesized speech signal.

Typical examples of such systems include the Harmonic + Noise Model (HNM) [Sty96], the STRAIGHT method [Kaw97],
and the LF+ARX model [AR09]. In the following sections, a hybrid approach will be described based on a two-
component paradigm: a deterministic and a stochastic component. The choice of such an approach is justified by its
successful application in earlier models, and the convenience in manipulation for modification purposes. After that,
drawbacks and misconceptions on hybrid sinusoidal-based systems will be discussed, and simple, full-band schemes of
speech analysis, synthesis, and modifications will be proposed, where the term full-band refers to a uniform AM-FM
decomposition of all parts of speech.

4.2 Pre-processing in hybrid systems

As discussed, hybrid systems consist of two components: a deterministic and a stochastic one. Thus, a preprocessing
step is necessary to help the separation of components and the estimation of some crucial parameters. In most hybrid
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sinusoidal models in the literature, this preprocessing step allows the separation of speech in voiced/unvoiced/silence
parts, in parallel to a f, estimation for voiced parts. We will now briefly describe these processes which apply to both
hybrid systems presented in this chapter.

4.2.1 Voiced/Unvoiced/Silence Discrimination

Since the system in hand is a hybrid system, a voiced/unvoiced/silence (V/UV/S) discrimination algorithm needs
to be run as a pre-processing step. Although any V/UV/S algorithm can be chosen, in our experiments the approach
described in [Pan10] is selected. The V/UV detection is performed in a frame-by-frame procedure, with frame size of
30 ms and step size of 5 ms. The energy of each frame is computed and if it is above a threshold Bg, then it is assigned
as speech. Otherwise, a silence flag is assigned on this frame. For the separation of voiced and unvoiced speech, once a
frame has been flagged as speech, two conditions should hold to declare it as voiced:

1. the energy of the speech frame minus the energy of a low-pass-filtered version of it should be below By, and
2. the energy of the low-pass-filtered frame should be above By

As a final step, a median filter of order 5 is applied on the V/UV/S estimation in order to eliminate outliers.

4.2.2 Fundamental frequency estimation

For the f; estimation, any robust technique can be used, although the estimation is not critical for our systems due
to the adaptation mechanisms. In the systems in hand, the recently proposed SWIPE pitch estimator is used. SWIPE
estimates the pitch as the fundamental frequency of a sawtooth waveform whose spectrum best matches the spectrum of
the input signal. The spectra are compared by computing a normalized inner product between the signal spectrum and a
modified cosine. For details, please see [CHOS].
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4.3 The eaQHNM analysis and synthesis system
The speech signal is decomposed into two patrts, i.e.
s(t) = d(t) + n(t) 4.1)

where d(t) denotes the deterministic part and n(t) denotes the stochastic part. The separation of components is performed
using the schemes presented in [Sty96], i.e. an initial analysis is performed in order to discriminate speech into voiced and
unvoiced regions, and then the pitch for the voiced regions is determined, as explained earlier. The following subsections
present the deterministic and the stochastic part decompositions in detail.

4.3.1 Analysis of the Deterministic Part

Assuming a Hamming analysis window w(t) with support in [—7}, T;], a frame of the deterministic part is initially
modeled using QHM as:

L ~
d(t) = ( 3 (a + tbk)eﬂ”f’“t)w(t) 4.2)

k=—L

where ay, by, are the complex amplitudes and the complex slopes of the k" component respectively, fk =k fo are the
analysis frequencies, fo is an initial estimation of the fundamental frequency, and L is the number of quasi-harmonics,
as specified by the maximum voiced frequency. The estimation of the model parameters is obtained via Least Squares,
as described in [Sty96]. As it was mentioned in the previous section, QHM is able to correct, in the least square sense,
frequency mismatches that are due to inaccurate estimation of the fundamental frequency. Let 7 denote the frequency
mismatch of the k* component:

e = fr = fi (4.3)
where fj, is the actual frequency and fk is an estimation of fj. It was shown in [PRS08] that a projection of by onto ay,
results in an estimate of the frequency mismatch, which is:

i %{ak}%{bk} — S{ak}%{bk}

P 4.4
=5 ar 2 (4.4)

where R{ay }, 7{b } and S{ay }, 3{bx } are the real and imaginary parts of the complex amplitudes and complex slopes,
respectively. Using Eq. (4.4), the analysis frequencies can be updated and the signal can be modelled again using QHM,
but with a new set of analysis frequencies, fo = fk + 7, and thus resulting in a more accurate signal representation.

However, only accurate frequency estimation is addressed via QHM. The stationary model principle is still valid
within an analysis frame. In order to confront this issue, the projection of the signal onto a set of time-varying basis
functions is suggested in [PRS11] and [KPRS12]:

d(t) = ( EL: (ak +tbk) (ak(t)ejq?k(t)))w(t) 4.5)

k=—L
with . ( )
. ARttt
() = HE 4.6)
and .
Se(t) = du(ti) + /t (2filr) + e(r))dr, t€ [-T.T] @7

where flk(t), fk (t), qgk(t) are estimates of the instantaneous amplitudes, frequencies, and phases of the k*" component,
respectively, ¢(7) is the phase coherence term as explained in Section 2.3, Eq. (2.42), and ¢; is the center of the analysis
window.

The adaptation is completed by using the frequency correction mechanism first introduced in [PRS08], and states that
an estimate of the mismatch between the actual k*"-frequency and the estimated one, termed 7, = fi — fk, is given by

- i %{ak}%{bk} — %{ak}%{bk}

e " (4.8)

Hence, at the first adaptation, for the analysis time instant #;, the instantaneous frequencies are f (t;) = kfo(t;) + 7 (£:)



78 Adaptive Sinusoidal Models for Speech with Applications in Speech Modifications and Audio Modeling

and the instantaneous phases become

t
or(t) = or(t;) + / 2m fr (1) + c(7))dr 4.9)
ti
Then, a Least Squares solution for the ay, by, using these refined frequencies (and phases) leads to a better estimate of the
instantaneous amplitudes Ay (t) = |ay(t)| and the 7, terms. By iteratively adding the j;, term of the current adaptation
on the k*"-frequency track of the previous adaptation, the frequency tracks represent the underlying actual frequencies
better.

This adaptation mechanism stops according to a reconstruction criterion related to the Signal-to-Reconstruction-Error
Ratio (SRER), redefined here for convenience:

SRER'™! — SRER'
SRER—!

<€ (4.10)

where SRER? is the Signal-to-Reconstruction-Error Ratio of the resynthesized signal in the i adaptation, defined as

Tu(t)

where o, denotes the standard deviation of x(t), x(t) is the actual signal and &(¢) is the reconstructed signal, and ¢ is a
threshold for convergence, typically set to 0.02.

Finally, it is essential to describe the estimation of the time-varying parameters. The k" instantaneous amplitude
track, Ay, (t), is computed via linear interpolation of the successive estimates. Spline interpolation could be an alternative
but it does not guarantee positiveness of the tracks. For that reason, linear interpolation is preferred. The k** instan-
taneous frequency track, fx(t), is computed via spline interpolation, because splines offer smooth transitions between
frequency estimates. Also, it is worth noting that frequency matching is trivial since the analysis frequencies are integer
multiples of a fundamental. As for the k*" instantaneous phase track, ng (t), similar interpolation schemes are not suit-
able; thus, a non parametric approach is followed based on the integration of instantaneous frequency. In addition, phase
coherence over frame boundaries is addressed via the addition of an extra term in order to guarantee phase continuation
over frame boundaries as in Eq. (4.9). Finally, the deterministic part can be approximated by its time-varying components
using:

L ~
d(t) = Y Ag(t)el+®, (4.12)

k=—L

4.3.2 Analysis of the Stochastic Part

The stochastic part, n(t), defined as the residual between the analyzed signal and the deterministic part, does not only
account for the unvoiced parts of speech but also for friction noise in voiced parts. It is modelled as:

n(t) = e(t)(ua(t) * q(t)) 4.13)

where u¢(t) denotes a Gaussian white noise component that is convolved by a time-varying auto-regressive (AR) filter
with impulse response ¢(t), and e(t) denotes the time-domain envelope. Standard LPC analysis is used for the estimation
of the AR filter, with an order of p = 18, for a sampling frequency of F; = 16 kHz. The time-domain envelope is a
very important factor, since it is essential for efficient fusion between the deterministic and the stochastic part [Sty96].
In [PS08], it was shown that an energy-based time envelope is a good choice. The energy envelope is given by:

T
e(t)= > In(t+u) (4.14)

u=-—T

where T" equals to 1 ms. Since the energy envelope has a pitch-synchronous behaviour [PTRS10], it can be approximated
within a frame using a sum of few sinusoids:

k=—M

M
é(t):( > Akej2ﬂfkt+¢k>w(t) (4.15)

where M is a small integer, typically 3 or 4, and f; is the fundamental frequency of the frame. Amplitude estimation is
performed using peak picking on the short-time spectrum of the energy envelope signal. The latter is obtained using a 30
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ms Hamming analysis window and a frame rate of 5 ms.

4.3.3 Synthesis

During synthesis, for the deterministic part, the k*" instantaneous amplitude track, Ak(t), is computed via either
linear or spline interpolation of the successive estimates from the last adaptation step. The k" instantaneous frequency
track, f(t), is also computed via spline interpolation. As for the k*" instantaneous phase track, qASk (t), the non parametric
approach based on the integration of instantaneous frequency is followed, as it is shown in the adaptation steps of the
analysis. Then, the deterministic part can be approximated as:

L ~
Aty =" Ap(t)e’® (4.16)
k=—L

The stochastic part 7.(t), is obtained by a simple Overlap-Add (OLA) method, using the parameters from the analysis
part. Finally, the synthetic part is given by X
5(t) = d(t) +n(t) (4.17)

4.3.4 Examples

Two examples are shown in Figures 4.2, 4.3 for a male and female speaker, respectively.

4.4 The aHNM analysis and synthesis system

In this section, the analysis and synthesis scheme of aHNM is presented, along with an application in time-scaling
of speech. While the original adaptive Harmonic Model has been developed by Degottex and Stylianou in 2013 [DS13],
the aHNM has been developed during this thesis as a first step towards speech modifications based on adaptive models.
Only the analysis and synthesis part will be described here.

4.4.1 Analysis

In the analysis part, the deterministic and the stochastic part are separated and modelled. In general, the former can
be described as
s(t) = sa(t) + ss(t) (4.18)

where s(t) denotes the speech signal, and s4(t), ss(t) denote the deterministic and stochastic part, respectively. The
deterministic part models the quasi-periodicities of voiced speech as a sum of time-varying harmonic components, thus

K
sa(t) = Y Ag(t)e?Fool) (4.19)
k=—K
where .
Po(t) = / 27 fo(u)du (4.20)
0

K is the number of components, and Ay (t), k¢o(t) are the instantaneous amplitudes and the instantaneous phases of the
k" component, respectively. Please note that the instantaneous phase of the k" component is an integer multiple of the
instantaneous phase of the first harmonic, fy, and that the analysis in voiced speech is full-band.

Deterministic Part

In the analysis step for the deterministic part, a parametrization of the speech signal at each analysis time instant ¢/,
is undertaken. At first, a sequence of the analysis time instants is created in the voiced parts of speech using the provided
fo(t) track, so as to have one analysis time instant per pitch period. Moreover, if the distance between ¢ and t+! is
short enough, aHM can model the amplitude variations of the unvoiced signal (like in plosives). Thus, the upper limit of
the size of the analysis window is 20 ms and the lower limit comes from the provided fo(¢) track, and is therefore set to
50 Hz. Around each analysis time instant ¢!, a Blackman window with a length of 3 local pitch periods is applied to the
speech signal. The phase track ¢ (t) is then computed by means of spline interpolation of f¢ and using the integration
formula in Eq.(4.20).
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Figure 4.2: extended adaptive Quasi-Harmonic + Noise Model: Original signal (first panel) and reconstructed signal
(second panel) along with their corresponding spectrograms (third and fourth panel) for a male speaker.

Adaptive Iterative Refinement - AIR
The fundamental frequency track of Eq.(4.20) is assumed to be known beforehand and can have a potential error, i.e.
o = fo—fo (4.21)

that is called frequency mismatch, where f; is the actual fundamental frequency at a certain time instant and fo is
an estimate of the latter. Following the adaptive scheme presented in [PRS11], the amplitude ax(¢) and fundamental
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Figure 4.3: extended adaptive Quasi-Harmonic + Noise Model: Original signal (first panel) and reconstructed signal
(second panel) along with their corresponding spectrograms (third and fourth panel) for a female speaker.

frequency fo(t) values are obtained by a linear interpolation, respectively, of their values, aj, and f{, at the analysis time
instants, t!,. In order to have an estimate of these values, the adaptive Quasi-Harmonic Model - aQHM is used, that is

given by the following equation:
K

s(t) = > (ak + thy)el* (4.22)
k=—K
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Figure 4.4: adaptive Harmonic + Noise Model: Original signal (first panel) and reconstructed signal (second panel)
along with their corresponding spectrograms (third and fourth panel) for a male speaker.

where ¢g(t) is the same as in Eq.(4.20), aj, and by, are the complex amplitude and the complex slope of the model,
respectively, and K is again the number of the components. It has been shown in [PRS0S8] that a; and by, that are
obtained via a Least Squares minimization, can be used to provide an estimate, 7jy, for the frequency mismatch of
Eq.(4.21). Thus, for the k" component in general, this can be computed as:

_ 1 R{ar}S{b} — S{ar}R{br} (4.23)

27 |ax|?
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Figure 4.5: adaptive Harmonic + Noise Model: Original signal (first panel) and reconstructed signal (second panel)

along with their corresponding spectrograms (third and fourth panel) for a female speaker.

where R{ay }, R{br} and S{ay }, S{bx } are the real and imaginary parts, respectively, of the complex amplitude and the

complex slope of the model.

Using this estimate, the fundamental frequency values f can be updated in an iterative manner. However, as it is shown

in [PRS11], this term cannot be larger than the main lobe of the analysis window.

In [DS12], an iterative algorithm has been proposed to update the frequencies. Its main idea is discussed here. In a single
analysis window, an arbitrary small number of harmonics K (e.g. 4) can be assumed. These harmonics are considered
not to vary too much from their actual values, i.e. the mismatch 7y, is small. By computing the LS solution for Eq.(4.22),
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the correction term, 7, related to the fundamental frequency f can be then estimated by the following equation:

1 K
ey
k=1

This estimation can be furtherly used to update the number of harmonics, K. If 7jy is small, this means that the current
set of harmonics have converged very close enough to their actual values. Then, K can be further increased to add new
harmonics in a new set of harmonics. If 7jy is large, then the current set of harmonics have not converged to their actual
values and further iterations are necessary to successively reduce 5. The number of harmonics that are added in each
iteration are given by the following equation:

>

k (4.24)

=

2 Nw |
7o
where N, = min{ By, fo}, where By, is the bandwidth of the main lobe of the analysis window. Using the LS solution
of Eq.(4.22), the local parameters a’, b, are computed, along with the k" frequency mismatch, 7j,, and the fundamental
frequency correction, 7. The number of harmonics, K, is then updated using Eq.(4.25). As a last step, the process is
repeated for all frames until the Nyquist frequency is reached for all frames. This approach is termed as the Adaptive
Iterative Refinement - AIR and a pseudocode can be found in [DS12].

It should be noted that the estimated amplitude and phase values that are obtained at the analysis step correspond to the
aQHM model and not aHM which is used for synthesis. Therefore, the aHM model is used in a last iteration step to
ensure the consistency between the models used in the analysis and the synthesis.

K — { (4.25)

Stochastic Part

The stochastic part is modeled exactly the same way as in eaQHNM (See Section 4.3.2).

4.4.2 Synthesis

In the synthesis step for the deterministic part, each harmonic is generated in separate, one after the other, without
using any window. Each harmonic component is synthesized by its parameters, namely its amplitudes |a} |, phases Za’,
and fundamental frequency f3. First, the instantaneous amplitude, |a(t)|, of the k" harmonic is simply obtained by
linearly interpolating the estimated |a},| on the analysis time instants ¢, on a logarithmic scale. The instantaneous phase
Zaj, cannot be interpolated directly across time to obtain ay(t) because of its rotation due to the time advance between
analysis time instants. Therefore, it is proposed to remove this effect using the integral of fy(¢) from the start of the
signal, and obtain the relative phase - RP:

Zak = Zal, — koo(t) (4.26)

Thus, assuming that the shape of the signal is changing smoothly, the phase values change also smoothly from one
analysis time instant to the other. Then, the RP Za} can be interpolated to obtain its continuous counterpart, Zay(t).
Additionally, a spline or cubic interpolation is necessary such as its time derivative, the frequency, is still continuous. All
along the iterative process, and since the harmonic numbers K increase independently from one analysis time instant to
the other, there are often missing components in the interpolations of amplitude and instantaneous phase. If this is the
case, then the amplitude of the missing component is set to —300 dB and the corresponding phase Zay(t) is set to zero.
For the stochastic part, it is resynthesized using the OLA method. For each frame, white noise is passed through the AR
filter to obtain the frequency modulation of the stochastic part. Then, the energy envelope is computed from Eq. (4.15)
and its multiplication with the frequency-modulated noise provides the reconstructed stochastic frame.

4.4.3 Examples

Two examples are shown in Figures 4.4, 4.5 for a male and female speaker, respectively.

4.5 An alternative for noise modeling

In [HDCO02], it has been noted that overlap-add methods for unvoiced synthesis have certain drawbacks. Also, the
modulated noise approach can model unvoiced speech well, but this is not the case for plosives. For this, another method
is proposed in which unvoiced frames are synthesized using white noise as an input to a lattice implementation and a
sample-by-sample interpolation of the reflection coefficients. Standard LPC techniques have been used to estimate the
latter, with an AR filter of order 16, a Hanning window size of 20 ms length, and a step size of 10 ms. Then, one can
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use the time-envelope of the original unvoiced speech to modulate the output of the filter. Although many algorithms
are available to compute the time-envelope of a signal, the one proposed in [AROS] is selected. This algorithm is the
time-domain analogue of the True-Envelope estimator and can be described as follows:

Initialize: s(t) = |n(t)]

1. lowpass-filter(s(t), 500 Hz)
2. s(t) =max(s(t), |n(t)])

3. Goto 1 and 2 for 50 iterations

Finalize: lowpass-filter(s(t), 500 Hz)
An example of application is given in Figure 4.6.
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Figure 4.6: An example of modeling the noise part of a speech signal using (a) time-and-frequency modulated noise and
(b) sample by sample lattice filtering

4.6 Discussion

In Sections 4.1-4.4, we presented a novel and a refined hybrid system for analysis and synthesis of speech based on
the extended adaptive Quasi-Harmonic model and the adaptive Harmonic Model. The former decomposes voiced speech
in AM-FM components that are quasi-harmonically related whereas the latter is inspired from the theory of adaptivity
to accurately estimate an fy which is used to model voiced speech. The unvoiced parts of speech are represented by a
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stochastic component which is implemented as time and frequency modulated white Gaussian noise for both systems.
Ilustrative examples are given for each model that depict their performance in time and frequency domain.

Both models rely on a voiced/unvoiced (V/UV) estimator that separate the corresponding parts of speech. The
importance of such an estimator is crucial for the performance of the systems. Although a very simple V/UV estimator is
used in this work, no significant artefacts are present in the resynthesized speech waveforms. However, a binary decision
on voicing in frames is often erroneous, since a frame can be a transient frame, that is, in certain cases it cannot be
unequivocally categorized as either voiced or unvoiced. According to the decision of the estimator, the frame will be
modeled by either the deterministic or the stochastic model. This may result in problems in the frame boundaries due to
inappropriate fusion between different modeling of adjacent frames.

It could be suggested to drop the V/UV estimator, to both reduce the complexity of the overall system and to eliminate
possible frame categorization errors that could influence system performance. Such a suggestion leads to full-band
systems that perform AM-FM decompositions on the full-length of the waveform.

4.7 Full-band Systems

Although hybrid models have been proved to provide flexibility in manipulation, synthesis, and modifications of
speech, in this section full band analysis and synthesis systems of speech are presented, using the adaptive sinusoidal
models on the full length of a speech waveform. This means that the model describes both voiced and unvoiced parts of
speech. A generalized full-band system is depicted in Figure 4.7.
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Figure 4.7: A flowchart for a generalized full-band speech analysis system. Upper panel: analysis part. Lower part:
synthesis part.

4.7.1 Motivation

There are several reasons for suggesting such an approach: first of all, for voiced speech, a number of hybrid systems
heavily rely on an accurate estimate of the so-called maximum voiced frequency - MVF, which divides the spectrum
of voiced speech in a deterministic and a stochastic part. The efficient estimation of the MVF is critical for the per-
formance of the system and its resulting modifications. Second, as it is described in [DS13], and supported by other
researchers [DD97, DDH06] such a MVF is not necessary from a speech production point of view. In Figure 4.8, a series
of glottal pulses is depicted on the upper panel, and its corresponding magnitude spectrum on the lower panel. As it can
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Figure 4.8: Glottal pulses and corresponding magnitude spectra.

be observed, the spectrum of the glottal pulse does not abruptly stop at some frequency but continues to decrease up to
the Nyquist frequency. Moreover, the stationarity assumption of speech models states that speech is relatively stationary
in a 20 — 30 ms interval. However, even in purely harmonic speech segments, the stationarity assumption holds for
low-to-medium range frequencies but not for higher frequencies. The variation of higher frequencies is also higher, since
any small fluctuation of the fundamental frequency is propagated to the higher harmonics proportionally to the harmonic
number. Thus, the stationarity assumption does not hold for these frequencies and the use of stationary basis functions,
as in DFT for example, does not fit well to the high frequency region of the spectrum. The latter can be further supported
by the recently suggested Fan-Chirp transform - FChT [KW06, WKO07]. The FChT uses a chirp related frequency basis
adapted to the input signal. An example is depicted in Figure 4.9, where in the upper panel the speech signal in time
domain is shown, in the middle panel the spectrogram obtained by the DFT is shown, and in the lower panel the corre-
sponding spectrogram obtained from the FChT is illustrated. Black colored parts denote voiced speech, green colored
parts denote unvoiced speech. Although the low voiced frequencies in the DFT-based spectrogram seem to have a regular
structure, this is not true for the mid- and high-range frequencies, where the frequency content is blurred. This is exactly
because of the non-stationary nature of the frequency content. On the contrary, the use of the FChT reveals a regularity
in the frequency content across all frequencies of voiced parts.

To show this in a more illustrative way, in Figure 4.10 we show one slice of voiced speech of each spectrogram in
Figure 4.9. In standard hybrid speech analysis systems, a MVF separates the spectrum in a deterministic (left part of upper
panel in Figure 4.10) and a stochastic (right part of upper panel in Figure 4.10) part. The former is mostly represented
by a sum of sinusoids, and the latter is modelled by modulated noise. A careful inspection of corresponding Fan-Chirp
Transform in the same figure reveals that harmonic structure is present in the frequency range which is supposed to
be modelled with stochastic components. This observation clearly shows that current speech analysis systems often
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overestimate the need of a MVF and a harmonic or sinusoidal representation could be applicable for all frequencies.
Compared to the FChT, the aSMs provide more freedom in the instantaneous frequency curves, but the underlying
principle is the same: local adaptivity.

Waveform
05 T T T T T T T T T T T
(O]
o]
=
= 0
g
<
-0.5
10000
8000
¥
= 6000
>
o
C
(O]
>
S 4000
L
2000 [t
0
10000
8000
N
< 6000
>
o
c
(&)
>
g 4000
L
2000 |

14 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4
Time (s)

Figure 4.9: Spectral analysis of speech. Black colored parts denote voiced speech, green colored parts denote unvoiced
speech. Upper panel: Speech signal. Middle panel: DFT-based spectrogram. Lower panel: FChT-based spectrogram.

However, it is questionable how and why sinusoids are appropriate when representing consonants, such as fricatives
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or voiceless/voiced stop sounds. A stop sound is produced with complete closure of the articulators involved, so that
the stream of air can not escape through the mouth. Voiced stops are produced with vibrating vocal folds whereas in
voiceless stops vocal folds are apart. In voiced stops, there are oscillations right before the burst, whereas in voiceless
stops, there is no oscillation and, in many languages, there is aspiration after the burst. A fricative is produced with close
approximation of the two articulators, so that the stream of air is partially obstructed and turbulent airflow is produced. It
is well-known that conventional sinusoidal or harmonic models cannot efficiently tackle this problem, due to the highly
non-stationary nature of these parts of speech and the stationarity assumption inside the analysis window of the models.
The standard Sinusoidal Model [MQ86] treats unvoiced parts, and hence stop sounds, the same way as voiced ones, based
on the principle that periodogram peaks are close enough to satisfy the requirements imposed by the Karhunen-Loeve
expansion [Tre68]. However, the perceptual quality of the reconstructed speech is rather mediocre, especially under
modifications. The Harmonic + Noise Model, and other systems as well, utilizes a stochastic component that models
unvoiced speech as time- and frequency-modulated noise. Although this representation is perceptually closer and allows
for better manipulation in case of modifications, still it does not attain the quality of the original speech. To this direction,

Discrete Fourier Transform

100 T T T ' T T T T T

0 Deterministic part Stochastic part
—~ i [ ’
2 ! ]
[} 1
©
2 1
£ -50 | i
(=]
8 1
= -100

_150 1 1 1 1 1 1

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Fan-Chirp Transform

100 T T T T T T T T T

50+ -
)
= 0 i
(]
©
2
£ -50 i
(=]
a
= -100 -

_150 1 ﬂIMM 1 1

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Frequency (Hz)

Figure 4.10: Spectral analysis of voiced speech. Upper panel: FFT of a voiced speech segment. MVF denotes Maximum
Voiced Frequency. Lower panel: Fan-Chirp Transform.

let us examine more closely a consonant sample using the FFT and the FChT. In Figure 4.11, a fricative /s/ is depicted,
along with its corresponding short time FFT and short time FChT obtained from a window centered in the middle of
the sound, and the corresponding spectrograms based on the FFT and the FChT. Here, a similar conclusion can be
drawn. Although there are not any prominent spectral peaks that can justify a sinusoidal model framework, intuitively,
an adaptive decomposition of unvoiced speech should attempt to locate “optimal” frequency tracks that collectively
minimize the mean-square error inside the frame. These “optimal” frequency tracks become more discernible in the
FChT-based spectrogram, whereas in the DFT-based spectrogram severe blurring still exists.

In the next section, it will be shown how adaptivity can compensate the representation problem of fricatives and
stop sounds, both voiceless and voiced. A complete and thorough study on the representation of unvoiced speech using
adaptive speech models is beyond the scope of this thesis. For now, it is sufficient to show that adaptivity is capable of
accurately representing stops and fricatives as AM-FM components.
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Figure 4.11: Spectral analysis of unvoiced speech. First column: Unvoiced speech waveform, its FFT-based magnitude
spectrum, and its FChT-based magnitude spectrum. Second column: FFT-based spectrogram slice of the corresponding
waveform. Third column: FChT-based spectrogram slice of the corresponding waveform.

4.8 Towards a uniform, adaptive, full-band AM-FM representation of speech

Let us roughly separate unvoiced speech into stop sounds (voiceless and voiced) and fricatives, and first deal with
the former category. It has long been known that sinusoidal modelling is inefficient to model sounds well, since they
are broadband signals and have noise-like frequency domain structure [Mac96]. Although sinusoidal models have been
successfully applied for non-voiced speech, the nature of stops makes their modelling by a sum of stationary sinusoids
inappropriate, because of the sudden change in amplitude during the release burst. An attempt to model the voiceless
stops with a finite number of stationary sinusoids (i.e., one sinusoid every 80 — 100 Hz) will manifest the Gibbs phe-
nomenon just before the release time instant (pre-echo effect). This leads to an audible release energy smearing and
therefore to a reconstructed signal with reduced intelligibility compared to the original signal. One could argue that an
effort to model stops with a certain high amount of sinusoids would suffice; however, this is proved to be both insufficient
and costly, since it requires a transient detection algorithm [Lev99][Tho05] and some proper handling (i.e., transform
coding [Lev99] [Spa94]). The use of short analysis windows when stop sounds are detected as in [Lev99], does not
alleviate the pre-echo effect as it will be also shown here. Other techniques such as multi-resolution sinusoidal analysis
have failed to eliminate or alleviate the pre-echo effect [Lev99]. Because of the aforementioned problems, copy strate-
gies or transform coding are mostly used over the short time region of the attack onset in speech and audio synthesis
state-of-the-art systems.

However, SRER is commonly used as a global signal measure and thus small but pre-echo-related modelling errors at
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the abrupt part of the reconstructed signal may be buried into the global modelling error. So, additionally, a local SRER
will be used in order to reveal the efficiency of the reconstruction around the pre-echo area. Experiments show that the
adaptive models provide a nearly pre-echo-free representation of stop sounds, without the necessity of using neither very
short analysis windows for these sounds, nor a transient detector as in [Lev99]. Also, it is shown that for the adaptive
sinusoidal models the overall quality in modelling stops is high in terms of SRER. Since voiced stop sounds exhibit some
oscillatory behaviour, and thus their modelling is not as difficult as for their voiceless counterparts, our main focus will
be on the voiceless stop sounds.

4.8.1 Adaptive Sinusoidal Modelling of Stop Sounds

In this section, a comparison between the conventional sinusoidal model [MQ86] and the adaptive sinusoidal models
on a typical voiceless stop signal is presented. To this direction, a stop signal /t/ is extracted from a clear speech recording
and is analyzed using the SM and the adaptive models. Since stops are broadband signals, attention should be paid in
setting the parameters of the models. Both SM and adaptive models perform well under quasi-periodicity assumption,
but this is not the case of this sound. SM performs peak picking on the spectrum of the input signal, so it does not need
any initial frequency parameter values. On the other hand, adaptive models solve a least squares minimization problem,
which requires a set of initial frequencies {fx} (i.e., harmonic frequencies for a voice sound). It is suggested that for
a sampling frequency of F; = 16 kHz, a low initial frequency value such as 80 Hz, which results in frequency values
of 80k Hz, k = —100,---,100, is enough to span the frequency spectrum, i.e. it is a full band analysis. The QHM
frequency mismatch correction mechanism will fine-tune the frequencies around the maxima of the spectrum, and thus
the highest energy components will be modelled.

For all models, the Hamming window is used and it is set to 3 times the larger pitch period (1/80 s). A 2048-point
FFT is computed for the analysis frame and a maximum of 100 spectral peaks are allowed for the SM. The number
of components is also set to 100 and five adaptations are allowed at most for the adaptive models. The frame rate is
1 sample for all models. Global as well as local SRER measures are computed. Local SRER focuses only before the
release (burst) time and is computed over an interval of % samples right before the onset of the waveform, where IV,
is half the analysis window length. Figure 4.12 shows the reconstructed signals for each case, with the aforementioned
parameters, while Table 4.1 shows the global and local SRER evolution for all models.

Original signal /t/ Sinusoidal reconstruction
0.1 0.1 T T y
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0 0
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Figure 4.12: Estimated waveforms for a stop sound. Upper panel: Original (left) and SM (right) reconstruction. Lower
panel: aQHM (left) and eaQHM (right) reconstruction. The red ellipses mark the region where pre-echo occurs.
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| Model | Global SRER (dB) | Local SRER (dB) |

SM 6.9 4.1
aQHM 224 25.8
eaQHM 32.1 41.6

Table 4.1: Global and Local Signal to Reconstruction Error Ratio values (dB) for all models on stop sound /t/.

Based on the performance of the models in terms of local SRER, it is worth noticing that both adaptive models
outperform the conventional sinusoidal model. Specifically, the eaQHM performs better than the aQHM, and both out-
perform SM in terms of reconstruction quality. Comparing the two adaptive sinusoidal models, the pre-echo effect is
highly reduced for the aQHM, while it is mainly eliminated for the eaQHM. Moreover, the results from the global SRER
show that both adaptive models produce high quality reconstruction of the stop sound compared with the conventional
sinusoidal model. Experiments in manipulating the window length, the number of components, or both, did not provide
any significant improvement for the SM representation. Therefore, it seems that the adaptation process is the key for ac-
curate modelling of stops using long analysis windows. Moreover, it was observed that SM is unable to detect frequency
components at the pre-echo area because of the stationary basis projection. This is not the case for the adaptive models,
and it can be justified by the fact that adaptive modelling is a non parametric representation, taking into account local fre-
quency (and amplitude, for the eaQHM) variation, which is pertinent for voiceless stop sounds. As a conclusion, adaptive
sinusoidal modelling can represent highly non-stationary speech segments, like the voiceless stops, by projecting them
on a set of also non-stationary basis functions that can capture the local characteristics of the signal. Thus, the pre-echo
effect can be highly alleviated and sometimes eliminated, while a very high reconstruction performance is attained.

4.8.2 Database Validation for Stop Sounds

The next step is to strengthen the conclusions of the previous section using two databases of stop sounds.

Small Scale Validation

A small database of French speakers with male and female speakers is used for our purpose. Different voiceless
stops corresponding to phonemes /p/, /t/, and /k/ are manually extracted from clean speech and are analyzed using the
conventional sinusoidal models and the adaptive models, along with their voiced counterparts, for comparison purposes.
The exact location of the burst release is manually identified, so as to compute local SRER accurately. The same metrics
and parameters used in the previous section are also used here, i.e. a frame rate of 1 sample and an analysis window
of 3 pitch periods. The sounds are categorized into classes of phonemes (20 waveforms for each class) and Table 4.2
shows mean value results for both global and local SRER. Apparently, adaptive modelling maintains its high SRER levels
throughout different types of voiceless stops.

Small Scale Validation for Stop Sounds \
Global Signal to Reconstruction Error Ratio (dB)

Model | /p/ [ /t/ | /k/ | /b/ | /d/ | /g/
SM_ | 135 14.6 | 134 | 17.2 | 153 | 176
aQHM | 20.8 | 23.2 | 23.2 | 28.9 | 27.9 | 28.2
caQHM | 27.1 | 31.2 | 28.4 | 35.5 | 33.5 | 33.1

Local Signal to Reconstruction Error Ratio (dB)
Model [ /p/ [ /t/ [ /k/ | /b/ | /d] | /g/
SM 7.5 4.4 7.2 | 12.6 | 12.8 | 13.1
aQHM | 22.2 | 24.1 | 24.1 | 28.8 | 25.3 | 28.7
eaQHM | 29.0 | 33.7 | 29.4 | 35.7 | 36.7 | 35.3

Table 4.2: Global and Local Signal to Reconstruction Error Ratio values (dB) for all models on a small database of
stops. Voiced stops are also included in this for comparison purposes.
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Large Scale Validation

A large scale validation is presented here. For convenience, only the eaQHM will be used in this validation, since
it outperforms the aQHM and provides both amplitude and phase adaptation. A large database of both male and female
French speakers is used. Phonetic labeling and manual segmentation is available in this database and thus stops can be
easily extracted. In this experiment, 1000 stop sounds are considered. For such an amount of test signals, the exact
burst locations are not available and consequently, the local SRER is not computed. Moreover, the frame rate of 1
sample used in the previous section, although providing high SRER values, is time consuming and is not realistic for
applications. Hence, different frame rates are selected, namely 1ms, 2ms, and 4ms. Parameters other than the frame rate
remain the same as in the previous sections. The interpolation schemes used in this experiment are described in [PRS11]
and [MQ86] (i.e., for SM, linear interpolation between amplitudes and cubic interpolation between phases). Table 4.3
presents the results per phoneme, in terms of mean value of global SRER.

] Large Scale Validation for Stop Sounds \
Global Signal to Reconstruction Error Ratio (dB)

Step [ Model | /p/ [ /t/ | /k/ [ /b/ | /d/ | /g/

Ims SM 12.7 | 12.8 | 124 | 16.6 | 149 | 153
eaQHM | 254 | 25.7 | 27.2 | 329 | 32.2 | 329
oms SM 12.8 | 12.7 | 12.3 | 16.5 | 15.0 | 154
eaQHM | 26.1 | 26.1 | 26.0 | 31.7 | 31.4 | 34.6
Ams SM 12.9 | 12.6 | 12.2 | 16.7 | 15.0 | 15.3
eaQHM | 23.7 | 24.2 | 244 | 29.4 | 29.5 | 30.9

Table 4.3: Global Signal to Reconstruction Error Ratio values (dB) for all models on a large database of stops. Voiced
stops are also included in this for comparison purposes. Step denotes the analysis frame rate.

As it can be observed from Table 4.3, the performance of the adaptive models sustains in high reconstruction levels,
even with a frame rate up to 4 ms. The mean standard deviation per model is: 3 dB (SM) and 4.5 dB (eaQHM). No
significant variations in standard deviation were observed across phonemes. Experiments with higher frame rates, such
as 5 and 10 ms, showed an average decrease in performance of 3 and 7 dB respectively, compared to the 4 ms case, for
all models and phonemes. Moreover, at higher frame rates the pre-echo effect was partially alleviated only for eaQHM
modelling. Therefore it is suggested, as a rule of a thumb, the use of as low frame rate as possible. The average number
of adaptations required for the convergence criterion in Eq.(2.52) is found to be 4.7 for the eaQHM, for all step sizes
presented in Table 4.3.

4.8.3 Adaptive Sinusoidal Modelling of Fricative Sounds

As a reminder, fricatives are consonants produced by forcing air through a narrow passage made by placing two
articulators close together. For modelling such sounds, a similar strategy as for stop sounds is followed for their analysis.
A test case of a fricative /s/ is depicted in Figure 4.13. The signal is sampled at F; = 16 kHz, and a low initial frequency
value such as 80 Hz, which results in frequency values of 80k Hz, kK = —100, - - - , 100, is chosen. Hence, the frequencies
cover the full-band of the spectrum. The other experimental settings are exactly the same as in the stop sound example
discussed earlier, except that aQHM has been omitted for convenience.

In Table 4.4, the SRER performance of adaptive models compared to the standard SM is presented for our test case,
only here there is no local SRER calculation. Clearly, adaptivity is able to represent fricatives very accurately, compared
to stationary models, such as SM.

| Model | Global SRER (dB) |

SM 8.86
eaQHM 27.63

Table 4.4: Signal to Reconstruction Error Ratio values (dB) for all models on a fricative sound /s/.

4.8.4 Database Validation for Fricative Sounds

To validate our results, 485 voiced and voiceless fricatives have been automatically extracted from speech utterances.
Voiced fricatives include /v/, /0/, /s/, and /[/, while unvoiced ones are /f/, /0/, /z/, and /3/. The number of fricatives
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Figure 4.13: Estimated waveforms for a fricative sound. Upper panel: Original signal. Middle panel: SM (left) recon-
struction and eaQHM (right) reconstruction. Lower panel: SM (left) and eaQHM (right) reconstruction error.

extracted from male speaker was almost the same with those from female speakers. As in the case of stop sounds, the
frame rate of 1 sample used in the previous section is not realistic for applications. Hence, the same frame rates as
previously are selected, namely 1 ms, 2 ms, and 4 ms. Parameters other than the frame rate remain the same as in the
previous sections. Table 4.5 presents the results per fricative, in terms of mean value of SRER.

|

Large Scale Validation for Fricatives

Signal to Reconstruction Error Ratio (dB)
Step \ Model \ v/ \ 10/ \ Is/ \ 1/ \ /f/ \ 10/ \ /z/ \ I3/
1 ms SM 14.7 | 13.2 | 13.9 | 11.3 | 12.7 | 15.1 | 17.5 | 17.3
eaQHM | 26.4 | 25.6 | 24.1 | 26.4 | 25.8 | 24.3 | 29.5 | 28.9
9 ms SM 13.1 | 11.3 | 12.1 | 104 | 10.2 | 14.7 | 159 | 15.2
eaQHM | 23.5 | 23.1 | 22.6 | 24.7 | 23.5 | 22.6 | 28.6 | 27.8
A ms SM 12.2 1 106 | 11.2 | 96 | 9.7 | 89 | 13.3 | 13.7
eaQHM | 22.4 | 22.2 | 21.9 | 23.1 | 22.6 | 21.7 | 27.5 | 27.1

Table 4.5: Signal to Reconstruction Error Ratio values (dB) for all models on a large database of fricatives. Step denotes

the analysis frame rate.
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As it can be observed from Table 4.5, the performance of the adaptive models sustains in high reconstruction levels,
even with a frame rate up to 4 ms. The mean standard deviation per model is: 3.4 dB (SM) and 4.1 dB (eaQHM).
No significant variations in standard deviation were observed across different fricatives. Experiments with higher frame
rates were performed as well, such as 5 and 10 ms, that showed an average decrease in performance of 3.9 and 6.5 dB
respectively, compared to the 4 ms case, for all models and fricatives. Therefore it is suggested, as a rule of a thumb, the
use of as low frame rate as possible to attain a high enough perceptual and reconstruction quality. The average number
of adaptations required for the convergence criterion in Eq.(2.52) is found to be 4.7 for the eaQHM, for all step sizes
presented in Table 4.5.

4.8.5 Discussion

In this section, modelling of voiceless stop sounds and fricatives is presented and addressed via adaptive modelling.
The well-known pre-echo effect of stop sounds in sinusoidal modelling is demonstrated and a solution is shown to be
provided by the eaQHM. Pre-echo arises from the inability of sinusoidal models to represent highly non-stationary short
time attacks, typically encountered in voiceless stop sounds. Using adaptive modelling, the pre-echo effect is greatly
alleviated. The latter is demonstrated analytically using a characteristic example, where the limitations of sinusoidal
modelling are also presented, and is validated on two different databases of stop sounds. Metrics such as global SRER
for overall modelling and local SRER for a specific focus on the pre-echo effect are used and confirm the superiority
of adaptive over stationary (conventional) sinusoidal modelling in representing highly non-stationary parts of speech.
Moreover, fricatives are demonstrated to be represented very accurately using adaptive models. It is shown that local
adaptation of the analysis parameters results in AM-FM components that are able to decompose and reconstruct fricative
sounds effectively. SRER measures validate the latter for different fricative categories and different frame rates. Con-
clusively, it has been demonstrated that the adaptive models are capable of modelling not only voiced speech but also
unvoiced parts as well with high accuracy. This is important to support the transition from hybrid systems to full-band
systems that operate on the full-length of the speech signal, without any quality degradation, and thus providing a uniform
representation of speech as AM-FM components.

4.9 The full-band eaQHM analysis and synthesis system

In the previous section, motivation towards full-band systems was presented in the context of analysis and synthesis
of consonants. It is now apparent that the eaQHM can handle both categories of speech, voiced and unvoiced. However,
care should be taken in the details of the implementation of such a system, since stability, robustness, and consistency are
not only desirable for analysis and synthesis but also for modifications. The details of a full-band eaQHM-based analysis
and synthesis system will be presented next.

The idea behind full-band eaQHM is that a first purely harmonic approximation of the speech signal is obtained,
which successively - through adaptations and frequency corrections - converges to an adaptive, quasi-harmonic represen-
tation.

The full-band signal is described as an AM-FM decomposition

K
a(t) = Y Ag(t)e (4.27)
k=—K

where Ay (t) is the instantaneous amplitude and ¢y, (#) is the instantaneous phase of the £*"* component, respectively. The
instantaneous phase term is given by

t

where ¢ (t;) is the instantaneous phase value at the analysis time instant ¢;, f, is the sampling frequency, and fy(¢) is
the instantaneous frequency of the k** component.

4.9.1 Analysis

At first, an initial and continuous f, estimation for all frames is obtained, noted by fo. Although there is no fj in
unvoiced frames, a rough estimate can be useful for initialization. Then, the next step is to assume a full-band harmonicity
to obtain a first estimate of the instantaneous amplitudes of all the harmonics. Using a Blackman analysis window w ()
centered at ¢; and with support in [t; — T, t; + T'], where 2T is of 3 local pitch periods length, a frame of the analyzed



96 Adaptive Sinusoidal Models for Speech with Applications in Speech Modifications and Audio Modeling

speech is initially modelled using a simple Harmonic Model as:

d(t) :( XL: akeﬂ“fkt)w(t) (4.29)

k=—L

where ay, is the complex amplitude of the k£ harmonic, fk =k fo are the analysis frequencies, and L is the number of
harmonics that span the whole spectrum up to Nyquist frequency. The estimation of the model parameters is obtained
via Least Squares, as described in [Sty96]. As opposed to [PTRS10], where the initial f, estimation is refined using an
iterative QHM (iQHM)), in our work no fj refinement is necessary, thus reducing the overall complexity of the algorithm,
and a simple amplitude estimation for each component is performed. In [PTRS10], iQHM is operating as a means
to refine the fj estimate for voiced frames. Since iQHM also holds the stationarity assumption, it was judged not to
be crucial in frequency refinement, especially in unvoiced frames, where the refinement could lead to instability (e.g.
abrupt jumps) of the estimated f. Thus, the iQHM estimation was dropped in this system, allowing reduced complexity
without loss of accuracy. As a final step, the overall signal can be synthesized by interpolating the |ay| and fk values
over successive analysis time instants ¢;, thus obtaining

L
dit) = > Ap(t)elo® (4.30)
k=—L
where R
Ag(t) = lag(t)] 4.31)
b (ti) = Zag(t;) (4.32)
and .
or(t) = on(t;) + / (27k fo(u) + c(u))du (4.33)
t;

4.9.2 Adaptation

The above model is still harmonic and stationary within an analysis frame. Therefore, in order to converge to quasi-
harmonicity and to confront the stationarity issue, the projection of the signal onto a set of time-varying basis functions is
suggested in [KPRS12], by using the parameters aj, and by, of the Quasi-Harmonic Model (QHM) [PRSO08]. This yields

the eaQHM model:
L ~
d(t) = ( > (on+thy) (Ak(t)ej¢k<t>)> w(t) (4.34)
k=—L
with R
i Ap(t+t)
A = —" 4.35
k(1) At (4.35)

and q@k (t) as in Eq. (4.33). In this model, ay, b, are the complex amplitude and the complex slope of the Eth component,
and Ay (), fi(t), dr(t) are estimates of the instantaneous amplitude, frequency, and phase of the k" component, respec-
tively, from the previous analysis step. The ay, by, parameters are obtained via Least Squares as shown in Section 2.4. It
is apparent that the basis functions where the signal is projected are time-varying. The adaptation is completed by using
the frequency correction mechanism first introduced in [PRS08], and states that an estimate of the mismatch between the
actual k*"-frequency and the estimated one, termed 7, = f, — fk, is given by

i %{ak}%{bk} — %{ak}%{bk}

f, = 4.36
=5 ar 2 (4.36)

Hence, at the first adaptation, for the analysis time instant #;, the instantaneous frequencies are f(t;) = kfo(t:) + 7 (£:)
and the instantaneous phases become

0(8) = dult)+ [ (2mfutu) + el @37)

Then, a Least Squares solution for the ay, by, using these refined frequencies (and phases) leads to a better estimate of the
instantaneous amplitudes A (t) = |ax(t)| and the 7j;, terms. By iteratively adding the 7j;, term of the current adaptation on



Chapter 4. Speech Analysis and Synthesis based on Adaptive Sinusoidal Models 97

Frequency (Hz) Amplitude Amplitude

Frequency (Hz)

Original Signal
0.5 T T T T T T T T T
0
_05 | | | | | | | | |
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
eaQHM reconstructed signal
05 T T T T T T T T T
0
_05 | | | | | | | | |
0 0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8
Spectrogram of original signal
8000 I = EEEE| - 3 ;; ,_~ -F-
6000
4000
2000
O - = > = 1 = e — | e — = S ——
0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8
Spectrogram of reconstructed signal
8000 SR e e S =
6000
4000
2000
O - — — — —— —
0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8
Time (s)

Figure 4.14: extended adaptive Quasi-Harmonic Model: Original signal (first panel) and reconstructed signal (second
panel) along with their corresponding spectrograms (third and fourth panel) for a male speaker.

the k*"-frequency track of the previous adaptation, the frequency tracks deviate from strict harmonicity and represent the
underlying actual frequencies better. Additionally, and on the contrary to previous works [PTRS10, PRS11], where the
frequency correction estimation 7j;, on each adaptation should be less than fy/2, in this approach it is supposed that after
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Figure 4.15: extended adaptive Quasi-Harmonic Model: Original signal (first panel) and reconstructed signal (second
panel) along with their corresponding spectrograms (third and fourth panel) for a female speaker.

each adaptation the estimated frequencies become more and more localized to the actual frequencies, so the frequency



Chapter 4. Speech Analysis and Synthesis based on Adaptive Sinusoidal Models 99

correction for a given analysis time instant ¢; is constrained as in

. fo(t:)
(e < 22 @39)
where m € {1,---, M} is the current adaptation number and M is the maximum number of allowed adaptations (in our

experiment, M = 6). This way, any relatively large frequency correction value - which often leads to audible artefacts
- that might be obtained in a higher adaptation step will be suppressed. This constraint is also motivated by the fact that
unvoiced parts should be handled by the same model. This way, the AM-FM components are kept more “tight” in their
variability in noise representation. Finally, this adaptation scheme continues until a convergence criterion is met, which
is related to the overall Signal-to-Reconstruction-Error Ratio (SRER), that is, when the SRER stops increasing after each
adaptation, then the algorithm is considered to have converged.

4.9.3 Synthesis

In the synthesis stage, the k" instantaneous amplitude track, /lk(t), is computed via either linear or spline interpo-
lation of the successive estimates from the last adaptation step. The k*" instantaneous frequency track, fy(t), is also
computed via spline interpolation. Also, it is worth noting that a frequency matching mechanism is trivial, since the
analysis frequencies are integer multiples of a fundamental and the number of components is constant. As for the k%"
instantaneous phase track, q@k(t), the non parametric approach based on the integration of instantaneous frequency is
followed, as it is shown in the adaptation steps of the analysis. Finally, the speech signal can be approximated by its
time-varying components using:

L
dt)y = Y Ap(t)e?® (4.39)
k=—L

A block diagram of the algorithm is depicted in Figure 4.16.
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Figure 4.16: Block diagram of the eaQHM system.

4.9.4 Examples

Two examples are shown in Figures 4.14, 4.15 for a male and a female speaker, respectively.
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4.10 The full-band aHM analysis and synthesis system

As discussed in Section 4.4, the adaptive Harmonic Model [DS13] was developed by Degottex in parallel to this
thesis, and its original form suggested an analysis and synthesis in the full-band. For completeness and convenience, a
very brief review of the analysis and synthesis schemes of the full-band adaptive Harmonic Model (aHM) is presented in
this section. The aHM is actually nothing more than the aHNM discussed earlier, but with no noise component.

The adaptive Harmonic Model can be mathematically described as:

K

s(t) =Y ag(t)elt® (4.40)

k=—K

where ay,(t) is a complex function that copes with the amplitude and the instantaneous phase of the k*" harmonic com-
ponent, while K is the number of the components, and ¢ (¢) is a real function defined as the integral of the fundamental
frequency fo(t):

t
¢0(t):/0 27 fo(u)du (4.41)

4.10.1 Analysis

In the analysis step, a parametrization of the speech signal at each analysis time instant ¢! is undertaken. At first, a
sequence of the analysis time instants are created in the voiced parts of speech using the provided fy(¢) track, such we
have one analysis time instant per pitch period. In unvoiced segments, even though the estimated f(¢) is meaningless,
it can be used to generate the corresponding analysis time instants. Moreover, if the distance between ¢! and ¢! is
short enough, aHM can model the amplitude variations of the unvoiced signal (like in plosives). Thus, the upper limit
of the size of the analysis window is 20ms and the lower limit comes from the provided fy(¢) track, and is therefore set
to 50Hz. Around each analysis time instant ¢, a Blackman window with a length of 3 local pitch periods is applied to
the speech signal. The phase track ¢(t) is then computed by means of spline interpolation of f§ using the integration
formula in Eq.(4.41).

4.10.2 Synthesis

In the synthesis step, each harmonic is generated in separate, one after the other, without using any window. Each
harmonic component is synthesized by its parameters, namely its amplitudes |a},|, phases Za}, and fundamental fre-
quency fi. First, the instantaneous amplitude, |a(t)|, of the k** harmonic is simply obtained by linearly interpolating
the estimated |a} | on the analysis time instants ¢, on a logarithmic scale. The instantaneous phase Za! cannot be in-
terpolated directly across time to obtain ay(t) because of its rotation due to the time advance between analysis time
instants. Therefore, it is proposed to remove this effect using the integral of f((¢) from the start of the signal, and obtain
the relative phase - RP:

Zak = Zah — koo(t)) (4.42)

Thus, by assuming that the shape of the signal is changing smoothly, the phase values change also smoothly from one
analysis time instant to the other. Then, the RP Za}, can be interpolated to obtain its continuous counterpart, Zag(t).
Additionally, a spline or cubic interpolation is necessary such as its time derivative, the frequency, is still continuous. All
along the iterative process, and since the harmonic numbers K* increase independently from one analysis time instant to
the other, there are often missing components in the interpolations of amplitude and instantaneous phase. If this is the
case, then the amplitude of the missing component is set to —300 dB and the corresponding phase Zay(t) is set to zero.

4.10.3 Examples

Two examples are shown in Figures 4.17, 4.18 for a male and female speaker, respectively.
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Figure 4.17: adaptive Harmonic Model: Original signal (first panel) and reconstructed signal (second panel) along with
their corresponding spectrograms (third and fourth panel) for a male speaker.
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Figure 4.18: adaptive Harmonic Model: Original signal (first panel) and reconstructed signal (second panel) along with
their corresponding spectrograms (third and fourth panel) for a female speaker.
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4.11 Evaluation and Results

In this section, results will be shown on the resynthesis of the speech signal. Both objective and subjective measures
will be presented. A comparison to the state-of-the-art will be discussed as well. Due to their availability, the following
models will be selected for comparison to the adaptive models: Sinusoidal Model (SM), Harmonic + Noise Model
(HNM), and STRAIGHT. In these experiments, a database of 32 speech utterances was used, including 16 male and 16
female speakers from 16 different languages: Greek, French, English, Spanish, Finnish, Chinese, Portuguese, Basque,
Japanese, Italian, German, Korean, Russian, Arabic, Indonesian, and Turkish. All waveforms were sampled at 16 kHz.

In objective evaluation, the SRER is computed for the whole waveform, serving as an estimate of the total residual
energy “missed” by each model. The higher the SRER value, the more information is captured by the model used.
Since only the full-band models attempt to accurately reconstruct the speech signals, only those will be considered in the
evaluation.

In subjective evaluation, a formal listening test has been conducted in order to measure perceptual quality. In this
evaluation, all models are included: SM, HNM, STRAIGHT, aHM, aHNM, eaQHNM, eaQHM. The listening test has
the form of Figure 4.21, and in most of the times, it was available on-line.

The parameters for the models were the following: for both pitch estimators, the pitch was estimated every 1 ms and
their f estimation limits were [70, 220] Hz and [120, 350] Hz for males and females, respectively. For AIR-fy, which
was used in the aHM model only, the analysis window is of Blackman type and its length is 3 local pitch periods, whereas
the step size is pitch period synchronous. For the model parameter estimation, the analysis window is of Blackman type
for aHM, and Hamming type for the eaQHM and SM. Their size is 3 times the local pitch period and the analysis step
size was 2.5 ms, for all models. For the STRAIGHT method, the default parameters are used, and for the HNM, a
synchronous analysis is considered, with a maximum voiced frequency of 5500 Hz.

4.11.1 Objective Evaluation

In objective analysis, the Signal-to-Reconstruction-Error Ratio (SRER) is chosen to measure the accuracy of the
numerical representation between the original and the resynthesized speech. In Table 4.6, the mean and the standard
deviation of the SRER for all utterances in our database are presented for both pitch estimators. It is clearly evident
that quasi-harmonicity can capture more information of the underlying speech signal, with the same number of synthesis
parameters. Figure 4.20 shows the first 16 frequency tracks in the analysis step for an utterance produced by Greek male

SRER Performance
Speakers
Model SWIPE YIN
Males Females Males Females
SM 18.6 (1.90) | 18.6 (3.64) | 14.3(2.20) | 16.2 (3.28)
aHM 23.9 (2.66) | 18.9 (3.27) | 23.9(2.61) | 19.9(3.05)
eaQHM | 34.5(2.39) | 30.9 (3.00) | 34.4 (2.45) | 30.7 (3.19)

Table 4.6: Signal to Reconstruction Error Ratio values (dB) for all models on a database of 32 utterances (16 of male
speakers, 16 of female speakers) using SWIPE and YIN pitch estimators. Mean and Standard Deviation are given.

speaker, the local SRER for a sliding window of 30 ms, and the corresponding speech waveform for the two adaptive
models. It should be noted that the overall SRER for the eaQHM is 34.67 dB whereas for the aHM is 25.60 dB for this
sample, which contains both voiced and unvoiced areas. Intuitively, the eaQHM components in unvoiced speech attempt
to locate “optimal” frequency tracks that collectively minimize the Mean-Square Error inside a frame. In this figure, it
is obvious that in AIR-aHM all components are purely harmonic, and any slight fluctuation of the f; propagates in the
higher harmonics. In the eaQHM however, the upper frequency components deviate from the multiples of the f; and their
structure seems smoother. Based on the lower panel (time-varying SRER), it seems that the representation suggested by
the eaQHM (middle panel) is more accurate compared to that one obtained by aHM (upper panel). Also, it should be
mentioned that in our experiments, no manual refinement of the estimated f is performed.

4.11.2 Subjective Evaluation

For perceptual quality evaluation, a formal listening test was designed. A part of it is currently available on-line'.
The listeners were asked to evaluate the perceptual quality of the resynthesized speech compared to the original one, for

Thttp://www.csd.uoc.gr/~kafentz/listest/pmwiki.php?n=Main. EAQHM-LT
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Figure 4.19: Speech utterance (/krok"¢/) in Korean language by a female subject. First panel: Original signal, Sec-
ond panel: aHM reconstruction, Third panel: eaQHM reconstruction, Fourth panel: SM reconstruction, Fifth panel:
STRAIGHT reconstruction, Sixth panel: HNM reconstruction.

all different models. An 1 —5 scale was used in the evaluation according to the recommendation ITU-R BS [Ass03], with
each scale being (1) “Very bad”, (2) “Bad”. (3) “Good”, (4) “Very good”, (5) “Perfect”. The results from 34 listeners are
depicted in Figures 4.22 and 4.23. In the same plot we show the 95% confidence interval. This shows that the obtained
results are statistically significant. Please note that among these listeners, only 10 were familiar with signal processing
and listening tests.

According to the listeners, the overall quality of all adaptive models is much higher than the state of the art. Moreover,
perceptual differences between the adaptive models were not easy to find, and it was clearly stated that these differences
are mostly present in the unvoiced parts, and especially in transients and sharp onsets of voiceless stop sounds (for
example, in an aspirated velar /k/ in the utterance of Figure 4.19 by a Korean female). In general, it is acknowledged that
the hybrid adaptive models (eaQHNM and aHNM) differ from the original in the unvoiced parts, where the modulated
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Figure 4.20: Analysis data of a Greek male speaker for both adaptive models: (a) aHM tracks, (b) eaQHM tracks, (c)
Local SRER for both models over time, (d) Speech waveform.

noise representation does not attain the quality of the original signal. However, their quality is superior than the state-of-
the-art (STRAIGHT, HNM, SM).

Moreover, by looking at the objective measures, it is interesting that although AIR-aHM performs significantly lower
in terms of reconstruction, this does not translate to a respective quality degradation, as in the SM, where there is a
substantial degradation, compared to the other two models. Finally, it is interesting that although the pitch estimators
behave differently, both the adaptive models appear to be very stable in the reconstruction of output speech, as Table 4.6
shows.

4.12 Conclusions

In this chapter, we presented two hybrid and two full-band systems of analysis and synthesis of speech. The two
hybrid systems have a deterministic and a stochastic component. The deterministic component is modeled either by the
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Recommendations

If there is any technical problem with one sound, select Prob
Absolutely use headphones. Do not use earphones or speakers!!!
Verify that the sound is loud enough to hear the details properly.

Do the test in a quiet place

Take the time to listen !

Please, do not stop the sound before it finishes!

Please, do not play audio files simultaneously !

Before answering the test, do not hesitate to ask me any question.
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Figure 4.21: Example of the listening test page.
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Figure 4.22: Mean Opinion Score (MOS) of the resynthesis quality between the original recording and the reconstructions
with all models, with the 95% confidence intervals.

extended adaptive Quasi-Harmonic Model (eaQHM) or by the adaptive Harmonic Model (aHM). The former models
speech as sum of AM-FM components that are quasi-harmonically related whereas the latter estimates its parameters
using the theory of adaptivity but the resynthesis is purely harmonic, by iteratively refining a fundamental frequency
estimate. The unvoiced parts of speech are modeled as time and frequency modulated Gaussian noise.

In addition, motivation for applying the models in the full-band of speech is proposed. These include (a) the ques-
tionable nature of the so-called maximum voiced frequency (MVF). More powerful analysis tools such as the Fan-Chirp
Transform (FChT) have shown that there is structure in voiced speech segment up to the Nyquist frequency, and thus
no noise component is necessary for high frequency representation, and (b) that fact that continuous, adaptive quasi-
harmonic tracks have been proved to represent very accurately voiced and voiceless stop sounds as well as fricatives,



Chapter 4. Speech Analysis and Synthesis based on Adaptive Sinusoidal Models 107

MOSfor resynthesis (genders)
I I

|:|‘Males =+ E
451 [ JFemales I % I 7
B33 +

5 A ]
) ]

Score

N
T
|

0.5~ N

Original SM HNM STRAIGHT  eaQHNM aHNM aHM eaQHM
Models

Figure 4.23: Gender-based Mean Opinion Score (MOS) of the resynthesis quality between the original recording and the
reconstructions with all models, with the 95% confidence intervals.

provided that the frequency tracks span the spectrum adequately. The transient and stochastic nature of these sounds
are well represented by quasi-harmonic tracks due to the frequency correction mechanism of QHM and the adaptation
process. Suitable experiments for both stop and fricative sounds have confirmed this proposal, for different analysis step
sizes.

Based on these observations, the full-band eaQHM has been developed, in parallel to the already developed aHM.
The full-band eaQHM models all parts of speech as AM-FM sinusoids. Compared to the deterministic part of the
eaQHNM, the full-band eaQHM starts from a strictly harmonic representation of speech and successively, through the
frequency correction and adaptation mechanism, converges to quasi-harmonicity. The full-band aHM is identical to the
deterministic part of the aHNM.

A comparison between available full-band models (SM, aHM, eaQHM) in terms of signal reconstruction is un-
dertaken. The Signal-to-Reconstruction-Error Ratio (SRER) is a measure of closeness between the original and the
reconstructed signal. It is shown that the eaQHM outperforms both aHM and SM in terms of SRER. From a perceptual
point of view, a formal listening test revealed the superiority of the adaptive models (hybrid and full-band) compared to
the state-of-the-art. Among all models, the eaQHM provides a transparent quality, indistinguishable from the original
speech, whereas the aHM performs similarly well.



108 Adaptive Sinusoidal Models for Speech with Applications in Speech Modifications and Audio Modeling




Chapter 4. Speech Analysis and Synthesis based on Adaptive Sinusoidal Models 109




110 Adaptive Sinusoidal Models for Speech with Applications in Speech Modifications and Audio Modeling




Chapter 5

Speech Modifications based on Adaptive
Sinusoidal Models

Having analytically discussed the approaches, methods, and properties of the hybrid and full-band adaptive Sinu-
soidal Models, this chapter proposes methods for prosodic modifications of speech. First, modifications based on hybrid
systems will be presented, following a similar approach as in milestone works [Ser89, Sty96]. This means that modifi-
cations must be applied on both components (deterministic and stochastic). Then, we focus more on modifications on
the full-band systems which are proposed next, since the reconstruction quality of these models outperforms the corre-
sponding of the hybrid models. Due to the purely deterministic (sinusoidal) representation of the full-band models, the
most challenging part in modifications is the manipulation of the non-voiced parts of speech to attain a high perceptual
quality.

A general flowchart for modifying speech using hybrid and full-band systems is given in Figure 5.1. We can observe
that in full-band systems, the manipulation of a single component is performed. On the other hand, in hybrid systems
both components (deterministic and stochastic) are to be manipulated differently.
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Figure 5.1: A flowchart for the analysis, synthesis, and modifications part of (a) a full-band and (b) a general hybrid
system framework. Upper panel: Analysis part. Middle part: Modifications part. Lower part: Synthesis part.

Before going into the details, let us remind the purpose of time and pitch scaling in technical terms. The purpose of
time-scale modification is to maintain the perceptual quality of the original speech signal while changing the apparent
rate of articulation. The purpose of pitch-scale modification is to change the pitch contour of the original speech signal
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while maintaining the apparent rate of articulation. The pitch contour (and thus the harmonics) should be shifted in
frequency, and the formant structure should not be changed at a different rate than the rate of the input speech.

5.1 Time Scaling

When time scaling harmonically related sinusoids, the interpolation of instantaneous parameters is necessary to
change the articulation rate. For instantaneous amplitudes and frequencies, this is performed via linear and spline in-
terpolation, respectively. However, for the phase, the process is not straightforward because of its rotation due to the
time advance across time instants. Therefore, it is proposed to remove this effect using the integral of & fy from the start
of the signal, and obtain the relative phase - RP [DS13, KDRS13]. Thus, by assuming that the shape of the signal is
changing smoothly, the phase values change also smoothly from one analysis time instant to the other. Then, the RP can
be interpolated to obtain its continuous counterpart. Additionally, a spline or cubic interpolation is necessary such as its
time derivative, the frequency, is still continuous. This way, the time scaled waveform is shape invariant.

5.1.1 Relative Phase

A theoretical basis for the relative phase notion follows next. Specifically, the linear phase term is sought to be
removed during the resampling process in time scaling. Related work on linear phase removal has been suggested in
other speech processing applications, such as concatenative speech synthesis [StyO1], speech transformations [Fed98],
and speaker verification [LPY " 12]. Let us consider a sinusoid

t
xo(t) = cos (27T/ fo(u)du + 00) (5.1)
0

which we will consider as the reference sinusoid, and another sinusoid,

t
24 (t) = cos (m; / folu)du + 9k), kez* (5.2)
0

The instantaneous phases of the two sinusoids are

¢ t
Po(t) = 27T/O fo(w)du + 0o,  or(t) = 27Tk/0 fo(u)du + 0y (5.3)

respectively. Let us consider that §y = 0, meaning that the time origin is set as the point where ¢ (0) = 0. If we choose
any analysis time instant ¢/, the instantaneous phases become

o(ty) = 2”/ fowdu ¢x(t]) = 27Tk/ fo(u)du + 0y (5.4
0 0
respectively. By changing variables, we get

01 (th) = dr(th) — koo(th) (5.5)

Eq. (5.5) describes the relative phase in analysis time instants ¢%. For time scaling, one would simply interpolate and
time-scale 6 (%) in successive analysis time instants to obtain 6} (t'). Then, the instantaneous phase for the time scaled
fundamental frequency would be

tl
oh(t') = 21 / Fi(u)du (5.6)
0
and thus, the new instantaneous phase for the &*"* harmonic would be

Or(t') = 0, (t') + kop(t') (5.7

5.1.2 Relative Phase Delay

For time scaling the instantaneous phase of quasi-harmonically related sinusoids, one would suggest to remove the
integral of fy(t) (instead of k fo(t)) from the k'” instantaneous phase track, also from the start of the signal, thus obtaining
the relative phase which owns most of the randomness and all of the glottal pulse shape, and still changes smoothly from
one time instant to the other. However, this approach from the well-known problem of phase dispersion, that is, while the
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scaled signal has the same frequency content, the phases between the components change, resulting in a different wave
shape. The phase dispersion problem has been addressed before in [QM92, Fed98], among others. A similar strategy
will be followed here, using the concept of relative phase delay, first proposed in [Fed98].

The phase delay of the k'" sinusoid in the i*" analysis frame is defined as

i oklta) _ oe(te)
P w(th) T 2mfu(th)

(5.8)

where ¢y (t%) is the phase value of the k*" sinusoid at analysis time instant ¢.. The relative phase delay is defined as

the difference between the phase lag of the £*" sinusoid and that of the first one, which corresponds to the fundamental
frequency, _ _ _
AT, =71, — 7§ (5.9

The signal is modified so as to preserve the relative phase delay. In a similar way, we define the phase delay at the
synthesis time instants ¢/ as

i Ge(t])  dn(t)

= N = ; (5.10)
T o) 2 e
In order to ensure shape invariance, equal relative phase delays at analysis and synthesis times are imposed:
At = A# G.11)
T = R (5.12)
¢ = R+ —m)2rfi (5.13)

The instantaneous phase ¢ (t) of the fundamental frequency at synthesis time instants is computed using the formula
$ = o5+ B(h — o5 h) (5.14)

where (3 is the time scale factor, and ¢, is the unwrapped phase value at time instant 4. Having the instantaneous phase
values for all frequencies at the analysis time instants, the same strategy as in plain resynthesis is used, that utilizes
frequency integration.

In hybrid systems, the above discussion is applied for the deterministic part, whereas for the stochastic part, a simple
time stretching of the parametric noise envelope is sufficient. For sample-by-sample lattice filtering representation of
noise, a simple interpolation of the reflection coefficients should be performed.

5.2 Pitch Scaling

In pitch scaling, the estimation of a new set of amplitude, frequency, and phase values is necessary due to pitch
shifting. These values can be obtained by estimating the so-called amplitude and phase envelopes in the spectral domain.
Spectral estimation is a field of study that has received increased attention because of the variety of its applications
(voice conversion [GRC12], word recognition [BA09], speech recognition [WMO5], speaker verification [HKS™12],
speaker identification [RR95], to name a few), and many algorithms are available to achieve it in a robust manner, such
as cepstrum-based techniques [GR90, CM96], AR models [EJM91, TKMI94, MG76], and multi-frame analysis [SKO03,
TTO8].

Since pitch scaling requires the estimation of amplitudes in the new, shifted frequencies, the Discrete All-Pole
method [EJM91] is used in this work for both models. For the phase, a simple approach is suggested for the aHM-
based systems, which involves the computation and the interpolation of the relative phases, as mentioned in time scaling
sections. For the eaQHM-based systems, the notion of relative phase delays is also employed, in order to minimize phase
dispersion.

5.2.1 Amplitude Estimation

Amplitude estimation is performed via an all-pole technique, called the Discrete All-Pole method (DAP). This method
utilizes a discrete version of the Itakura-Saito (IS) distortion measure as its error criterion, instead of a time-domain
criterion that most of other all-pole models use. The IS error measure is given by

N
1 X (W) X (wm
NZ ~log

Ers =
= X (Wm) X(wm)

-1 (5.15)
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where X (wy,,) is the given discrete spectrum defined at N frequency points, and X (W) is the all-pole model spectrum
evaluated at the frequencies w,, € [0, fs/2], where f; is the sampling frequency. This method manages to overcome
the well-known limitations of linear prediction [Mak75] and produces better fitting of spectra that are represented with a
small set of discrete values, such as the case of sinusoidal models.

The DAP method works iteratively to solve a nonlinear set of equations, in order to converge to a global minimum.
The order P of the method does not differ from the empirical choice that is employed in most all-pole methods, that is

fs
pP= 2 1
Tooo + (5.16)

where f, is in Hertz. The DAP method is used for spectral envelope estimation for all models. More details on DAP can
be found in [EJMO1].

5.2.2 Phase Estimation

For the aHM-based systems, the relative phase is once again used. After estimating and interpolating the relative
phases, the integral of the shifted frequencies is added back, to obtain the instantaneous phases of each harmonic. Math-
ematically, each frequency track is modified as

kfo(t) — pkfo(t) (5.17)

where p is the pitch scale factor. Next, the relative phases are computed as in Eq. (5.5) and interpolated over time. Finally,
the pitch-scaled frequencies are integrated and added back to the continuous relative phases, yielding the instantaneous
phases of the pitch-scaled frequencies

O (t) = Ou(t) + 2 / ph folw)du (5.18)
0

The relative phase values allow the reconstruction of the shape of the signal, using the reference phase ¢g(t) in a
synchronous reconstruction. For the purposes of pitch-scale modification, the fj track can be changed without any re-
computation of the phase, because if the RPs are kept constant, the waveform will stretch or shrink accordingly without
any other change.

For the eaQHM-based systems, an extension of the time scaling algorithm presented earlier is suggested. Provided
that the pitch scaling factor p is constant over the duration of a frame, the phase variation induced by pitch-scaling is
equivalent to that produced by time scaling using the same factor. Thus, Eq. (5.14) is changed into

5=+ p(gh — o5h) (5.19)

and based on this phase track, the rest of the instantaneous phase values at synthesis time instants ¢/ (which can be the
same as the analysis ones, or different, if both time and pitch scale are applied) are generated using the relative phase
delays as B ‘ B
k= (7 + (k= 10)2mp i (5.20)
The instantaneous phases are computed once again using the integration scheme of the analysis.
In hybrid systems, the above discussion is applied for the deterministic part, whereas for the stochastic part, no mod-
ification is performed.

For the modifications part, we will focus only on the full-band systems, since in hybrid systems, only the stochastic
part is different, and its modification methods are well-known [Sty96].

5.3 Technical Definitions

As mentioned earlier, the purpose of time-scale modification is to maintain the perceptual quality of the original
speech signal while changing the apparent rate of articulation. The pitch contour (and thus the harmonics) should be
stretched or compressed in time, and the formant structure should be changed at a slower or faster rate than the rate of
the input speech, but otherwise not modified. For an arbitrary time-scale modification, the time ¢ in the original signal is
mapped to a time ¢’ in the modified signal. For that, a mapping function referred to as the time-scale warping function is
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defined: .
D(t) =/ p(r)dr (5.21)
0
where (1) > 0 1is the time-varying time-scaling rate. When 3(7) > 1, then the articulation rate is slowed down, whereas

the opposite happens when 3(7) < 1. Note that for a constant rate 5(7) = 3, then the time-scale warping function is
reduced to a linear function of time, i.e. D(t) = St.

Moreover, the purpose of pitch-scale modification is to change the pitch contour of the original speech signal while
maintaining the apparent rate of articulation. The pitch contour (and thus the harmonics) should be shifted in frequency,
and the formant structure should not be changed at a different rate than the rate of the input speech. For an arbitrary
pitch-scale modification, the input fo(¢) contour is mapped to a different one, f;(t) = p(t) fo(¢) in the modified signal,
where p(t) is the pitch-scale factor function. When p(¢) > 1, then the pitch increases, whereas the opposite happens
when p(t) < 1. Note that for a constant p(¢) = p, the pitch modification is invariant throughout the waveform.

5.4 Speech Modifications based on the aHM system

5.4.1 Time-Scale Modification Scheme

In the adaptive Harmonic model context, the parameters should be transformed in the way described next. Note that
in an analysis window centered at ¢/, the instantaneous components {a’, fi}, are known. From these, we can compute
their continuous counterparts, which are the instantaneous amplitudes A (t) = |ax(¢)| and frequencies fy(t), obtained
by interpolating a}, and f¢, respectively. Then, the time-scaled waveform, 7.5(¢') is given by:

K
srs(t) = Y Ap(t)er ) (5.22)
k=—K

where A} (t") and ¢ (t') are computed using the following way:

1. The instantaneous amplitudes are time-scaled:

AL (') = Ax(D71(2)) (5.23)

2. In order to compute ¢} (¢'), it is first necessary to compute the time-scaled frequencies. The instantaneous fre-
quencies in the modified signal at time ¢’ correspond to the instantaneous frequency in the original signal at time
D=Y(t'):

kfo(t)) = kfo(D™H(t) (5.24)

where D~1(t) is the inverse time-scale warping function.

3. Finally, to obtain a shape-preserving waveform, the relative phase (RP) values of the analysis need to be time-
scaled. Therefore, we first compute the continuous time-scaled RPs, Zay (t), from the corresponding values, Za},.
For this, the RP is first computed by extracting the integral of the frequency from the phase information at analysis
time instant ¢, as in Eq.(5.25): , 4 .

Zay, = Lay, — koo(th) (5.25)
Then, the RP values are interpolated, thus obtaining Za} (¢'), as:
Zal(t) = Lap(D7H(t)) (5.26)

and finally, the integrated time-scaled frequency is added back to the interpolated RP values:
~ t/
B = Zal () + / Sk f)(w)du (5.27)
0

This way the waveform retains its shape for voiced parts, i.e. the time-scaling is shape-invariant.

The time-scaling algorithm for aHM is given in Algorithm 2.
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Figure 5.2: Adaptive Harmonic Model time scaling: Original signal (first panel) and time-scaled signals (lower panels)
for factors of 0.5, 1.5 and 2.5, respectively.

Algorithm 2 Time-scaling using aHM

Require: A set of parameters per analysis time instant (frame): { Ay (%), fo(t%), Zay(t%)}
Interpolate successive ¢!, to obtain ¢’
Interpolate Ay (t) to obtain Aj (t') using Eq. (5.23)
Interpolate % fo(t) to obtain k f((¢') using Eq. (5.24)
Estimate relative phases Za! using Eq. (5.25)
Interpolate relative phases to obtain Zaj}, (') using Eq. (5.26)
Estimate instantaneous phase ngS;C(t’ ) using Eq. (5.27)

Time scaled speech

Synthesize $7g(t’) using harmonic synthesis
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Figure 5.3: Adaptive Harmonic Model time scaling spectra: Original signal spectrum (upper panel) and time-scaled
signals spectra (lower panels) for factors of 0.5,1.5 and 2.5, respectively.

Example of Application

In Figure 5.2 the shape invariance property of the aHM is clearly illustrated for different time-scale factors, 0.5, 1.5,
and 2.5. A male speaker waveform is presented. In Figure 5.3 the corresponding waveforms of Figure 5.2 is depicted in
the frequency domain.

5.4.2 Pitch-Scale Modification Scheme

In the adaptive Harmonic model context, the parameters should be transformed in the way described next. Note that
in an analysis window centered at tfl, the instantaneous components {a};, fé}, are known. From these, we can compute
their continuous counterparts, which are the instantaneous amplitudes Ay (¢) = |ax(¢)| and frequencies fy(t), obtained
by interpolating a and f{, respectively. Then, the pitch-scaled waveform, spg(t), for a constant pitch-scale factor is
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given by:
K .
sps(t) = > Ap(t)el® (5.28)
k=—K

where Aj (t) and ¢}, (¢) are computed using the following way:

1. In order to compute ¢}, (¢), it is first necessary to compute the pitch-scaled frequencies. Thus the new frequencies
are given by:
kfo(t) < pkfo(t) (5.29)

2. The instantaneous amplitudes at analysis time instants ¢%, A} (¢ ), are computed from sampling the spectral enve-
lope at the corresponding frequencies pk fo:

Al (t1) = DAP(t., pk fo) (5.30)

where DAP(t, f) is the Discrete All-Pole-based envelope constructed around time instant t2. Then, the k"
instantaneous amplitude is linearly interpolated across successive time instants.

3. Then, the instantaneous phase should be re-computed. For this, the RP is first computed by extracting the integral
of the initial fundamental frequency from the phase information at analysis time instant ¢, as in Eq. (4.42). Then,
the RP values are interpolated, thus obtaining Za(t), and finally, the integrated pitch-scaled frequency is added
back to the interpolated RP values:

t
() = Zantt) + 5 [ gk (531)

Algorithm 3 summarizes the previous steps:

Algorithm 3 Pitch-scaling using aHM

Require: A set of parameters per analysis time instant (frame): { Ay (%), fo(t%), Zay(t)}
Compute pitch-scaled frequencies using Eq. (5.29)
Compute the spectral envelope D AP(t!) around time instant ¢¢.
Sample the spectral envelope at the corresponding frequencies pk f using Eq. (5.30)
Interpolate instantaneous amplitudes over successive time instants ¢ to obtain Aj (t)
Estimate relative phases Za, using Eq. (5.25)
Interpolate relative phases to obtain Za(t) using Eq. (5.26)
Estimate instantaneous phase é;(t) using Eq. (5.31)

Pitch scaled speech

Synthesize §pg(t) using harmonic synthesis

Example of Application

In Figure 5.4, the aHM pitch shifting is demonstrated for different pitch-scale factors, 0.5, 1.5, and 2.0. A female
speaker waveform is presented. In Figure 5.5 the corresponding waveforms of Figure 5.4 are depicted in the frequency
domain.

5.5 Speech Modifications based on the eaQHM system

5.5.1 Time-Scale Modification Scheme

In the eaQHM context, the parameters should be transformed in the way described next. Let us first assume that in an
analysis window centered at ¢;, the instantaneous components { Ay (%), fx(t), ¢x(t})}, are known, and the component
trajectories have been computed, i.e. Ay(t), fx(t), ¢x(t), within this frame and up to the center of the next frame, 5+,
Then, time scaling requires the following steps to be performed.
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Figure 5.4: adaptive Harmonic Model pitch scaling: Original signal (upper panel) and pitch-scaled signals (lower

panels) for factors of 0.5, 1.5 and 2.0, respectively.

Let §(t) denote the AM-FM decomposed signal:

L

sty= > Aw(t)er™®

k=—L
1. The instantaneous amplitudes are time-scaled:

AL (') = Ap(D™H(1))

(5.32)

(5.33)

2. The instantaneous frequencies in the modified signal at time ¢’ correspond to the instantaneous frequency in the

original signal at time D~ (#'):

fit) = frD7H(t))

(5.34)
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3. The instantaneous phase values of the fundamental phase for the synthesis frames are computed:
$o(t]) = do(t] 1) + B(o(ty) — do(ty ")) (5.35)
4. The instantaneous phase values of the k" frequency for the synthesis frames are computed:
ok (t]) = (73 + (v — 75))2 f] (5.36)

5. The instantaneous phase curves ¢ (¢') are computed via instantaneous frequency integration:

Gu(t') = d(t) + / (2 £ () + c(u))du (5.37)
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Thus, its time-scaled version, stg(t'), for a constant time-scale factor is given by:

L
srs(t) = D A(t)er %) (5.38)
k=—L

Algorithm 4 presents pseudocode for time-scaling using eaQHM:

Algorithm 4 Time-scaling using eaQHM

Require: A set of parameters per analysis time instant (voiced frames): { A (), fo(t%), x(t%)}

Interpolate successive ¢!, to obtain ¢’

Interpolate Ay (t) to obtain Aj (t') using Eq. (5.33)
Interpolate fy(t) to obtain f; (¢') using Eq. (5.34)
Estimate ¢ (t!) using Eq. (5.35)

Estimate ¢y, (¢

using 7 and Eq. (5.36)

)
Estimate ¢, (¢) using Eq. (5.37)

Time scaled speech

Synthesize §75(t') using sinusoidal synthesis

Example of Application

In Figure 5.6, the eaQHM-based time-scaling is demonstrated for different time-scale factors, 0.5, 1.5, and 2.5. A
male speaker waveform is presented. The shape invariance property is clearly illustrated. In Figure 5.7 the corresponding
waveforms of Figure 5.6 is depicted in the frequency domain.

5.5.2 Pitch-Scale Modification Scheme

Let us first assume that in an analysis window centered at ¢%, the instantaneous components { A (), fx(t%),0x(t%)},
are known, and the component trajectories have been computed, i.e. Ag(t), fi(t), ¢x(t), within this frame and up to the
center of the next frame, t1. Then, pitch scaling requires the following steps to be performed.

1.

In order to compute ¢} (t), it is first necessary to compute the pitch-scaled frequencies. Thus the new frequencies
are given by:
Te(t) < pfi(t) (5.39)

The instantaneous amplitudes at analysis time instants t%, A} (t%), are computed from sampling the spectral enve-
lope at the corresponding frequencies p fy:

A (ty) = DAP(t;, pfr) (5.40)

where DAP(t., f) is the Discrete All-Pole-based envelope constructed around time instant t2. Then, the k"
instantaneous amplitude is linearly interpolated across successive time instants.

The instantaneous phase values of the fundamental phase for the synthesis frames are computed:
Go(t)) = ¢o(t]™") + p(do(te) — dolta ") (5.41)

The instantaneous phase values of the k*" frequency for the synthesis frames are computed:

O(t]) = (7 + (i — 70))27pf] (5.42)

The instantaneous phase curves ¢} (¢) are computed via instantaneous frequency integration:

Oh(0) = 0u() + [ Crpfitu) + cluw)iu (5.43)
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Figure 5.6: extended adaptive Quasi-Harmonic Model time scaling: Original signal (upper panel) and time-scaled
signals (lower panel) for factors of 0.5, 1.5 and 2.5, respectively.

Thus, its pitch-scaled version, spg(t), for a constant pitch-scale factor is given by:

L
sps(t) = > Ap(t)el®® (5.44)
k=—L

Algorithm 5 summarizes the previous steps:

Example of Application

In Figure 5.8, the eaQHM pitch shifting is demonstrated for different waveforms and different pitch-scale factors,
0.5, 1.5, and 2.0. A female speaker waveform is presented. In Figure 5.9, the corresponding waveforms of Figures 5.8
are depicted in the frequency domain.
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Figure 5.7: extended adaptive Quasi-Harmonic Model time scaling spectra: Original signal spectrum (upper panel) and
time-scaled signals spectra (lower panel) for factors of 0.5, 1.5 and 2.5, respectively.

5.6 Evaluation and Results

In this section, subjective evaluations of speech modifications using the adaptive models will be presented and com-
pared to the state-of-the-art. Due to their availability, the following methods will be selected for comparison to the
aSMs: HNM, STRAIGHT, and WSOLA for time scaling, and HNM and STRAIGHT for pitch-scaling. In this ex-
periment, a database of 32 speech utterances was used, including 16 male and 16 female speakers from 16 different
languages: Greek, French, English, Spanish, Finnish, Chinese, Portuguese, Basque, Japanese, Italian, German, Ko-
rean, Russian, Arabic, Indonesian, and Turkish. All waveforms were sampled at 16 kHz. Examples are available at
http://www.csd.uoc.gr/~kafentz/listest.html.


http://www.csd.uoc.gr/~kafentz/listest.html
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Algorithm 5 Pitch-scaling using eaQHM

Require: A set of instantaneous parameters per analysis time instant: { Ay (t%), fr (%), or(t})}

Compute pitch-scaled frequencies pfx(t) using Eq. (5.39)

Compute the spectral envelope D AP(t!) around time instant ¢ .

Sample the spectral envelope at the corresponding frequencies p fi, using Eq. (5.40)
Interpolate instantaneous amplitudes over successive time instants ¢ to obtain Aj,(t)
Estimate ¢ (t7) using Eq. (5.41)

Estimate ¢y, (¢]) using 7 and Eq. (5.42)

Estimate ¢ (t) using Eq. (5.43)

Pitch scaled speech

Synthesize §pg(t) using sinusoidal synthesis

5.6.1 Time-scaling

The time-scale modification factors were selected to be 0.5,0.8,1.2,1.5,2.0, and 2.5, which are typical values for

moderate speech prosodic modifications. For the HNM, the maximum voiced frequency is fixed to 5500 Hz, and the
analysis is pitch synchronous. The analysis window size is two local pitch periods. The order of the AR filter for the
noise part is set to 20. The parameters of the aHM and eaQHM are the ones described in the previous sections. For the
WSOLA, an analysis window length of 15 ms is used. A tolerance variable A (a tolerance factor on the desired time-
warping function to ensure signal continuity at segment joins) of 7 ms is selected, which according to [VR93], usually
produces high-quality time-scaled speech. For the STRAIGHT method, the default parameters were used.
In general, the participants acknowledged the proposed methods natural. The aHM samples were considered of slightly
higher quality than the eaQHM samples, and in general, both better than STRAIGHT. Also, common artefacts, such as
“metallic” quality, chorusing, or musical noise do not appear more than in state-of-the-art methods. Although the models
are simple, they are shown to perform similarly or even better than the - more complex - HNM or STRAIGHT methods,
for time scale modifications, especially in voiced parts of speech, where the well-known problem of lack of presence
present in the HNM is addressed. Note that the HNM decomposes speech into a deterministic and a stochastic component.
As such, although it shares the harmonicity assumption in its deterministic component, it handles its stochastic part
differently (modulated noise). In our WSOLA samples, a step effect in the amplitude of the time-scaled speech was
observed, that led to audible artefacts. No such artefacts were present in the aHM or the eaQHM time-scaled samples.
Finally, it should be noted that although the WSOLA technique performs quite close to the adaptive models and is much
faster, it does not provide higher level representations of speech (i.e. spectral envelopes).

5.6.2 Pitch-scaling

The pitch-scale modification factors were selected to be 0.5, 0.8, 1.2, 1.5, and 2.0, which are typical values for speech.
For both genders of speakers, a minimum and maximum value for the pitch estimation were posed: fo(min,maz) =
(120, 300) Hz for females, and fo(smin,maz) = (70,200) Hz for males. For the HNM, the maximum voiced frequency is
fixed to 5500 Hz, and the analysis is pitch synchronous. The analysis window size is set to two local pitch periods. The
order of the AR filter for the noise part is set to 20. For the STRAIGHT, default parameters were used. The parameters
of the adaptive models are the ones described in the previous sections. In general, first informal listenings acknowledged
that common artefacts, such as “metallic” quality, chorusing, or musical noise do not appear in adaptive sinusoidal models
more than they do in the state-of-the-art methods in hand. Once again, the aHM samples were considered slightly better
than the eaQHM ones. However, for large pitch scale factor and due to the sinusoidal nature of the representations, the
spectral area between the distant successive sinusoids manifests a sense of fenseness in voice. This is apparent especially
in unvoiced parts, where the number of sinusoids is not high enough to represent these parts well. It should be noted
that both the HNM and STRAIGHT use some kind of noise component, whereas adaptive models do not. The HNM
uses time and frequency modulated noise to represent unvoiced parts and high-frequency components of voiced parts,
whereas the STRAIGHT method uses all-pass filters to compensate for the buzz timbre of minimum-phase vocal tract
filter.
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Figure 5.8: extended adaptive Quasi-Harmonic Model pitch scaling: Original signal (upper panel) and pitch-scaled
signals (lower panel) for factors of 0.5, 1.5 and 2.0, respectively.

5.7 Conclusions

In this chapter, speech modifications based on the adaptive Sinusoidal Models were presented. Modifications are
governed by simple rules, making them highly attractive. For the aHM, each harmonic track is modified separately, using
the notion of relative phase. Time scaling is achieved by interpolating the instantaneous amplitude, frequency, and relative
phase tracks over time, and the instantaneous phase is computed by adding the integral of the time scaled instantaneous
frequency from the start of the signal back to the interpolated relative phase track. Shape invariant waveforms are
generated using this approach. For the eaQHM, since the model is quasi-harmonic, the notion of relative phase delays
is employed to produce shape invariant waveforms. The instantaneous amplitude and frequency tracks are interpolated
over time and for the instantaneous phase, the relative phase delays at the analysis time instants are forced to be valid at
the synthesis time instants. This way, the well-known phase dispersion problem is minimized. In pitch scaling, the same
principles are followed, only that the frequency tracks are resampled in new frequency values, and the corresponding
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Figure 5.9: extended adaptive Quasi-Harmonic Model pitch scaling spectra: Original signal spectrum (upper panel)
and pitch-scaled signals spectra (lower panel) for factors of 0.5, 1.5 and 2.0, respectively.

amplitudes are obtained from a Discrete-All-Pole based spectral envelope. The instantaneous phases are computed using
the relative phase and the relative phase delay for the aHM and the eaQHM, respectively in order to maintain waveform
shape. Algorithms and examples are given for each model.
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Applications






Chapter 6

Adaptive Sinusoidal Modelling of Musical
Instrument Sounds

6.1 Introduction

Musical instrument sounds are notoriously challenging to represent with a single model because different instruments
may feature radically different characteristics, such as sharp attacks, quasi-periodic (or quasi-stationary) oscillations,
noise, and inharmonicity [FR98]. The attack is the most salient perceptual feature of musical instrument sounds that
listeners use in dissimilarity judgments [GG77, SC64, Kru89]. It is well known that much of the characteristic quality
of many musical sounds derives from the attack [IK93], although the harmonic structure of the quasi-stationary oscilla-
tions (when there is a steady state) is also clearly important [Han95]. Percussive sounds produced by plucking strings
(such as harpsichords, harps, and the pizzicato playing technique) or striking percussion instruments (such as drums,
idiophones, or the piano) feature a sharp onset with highly nonstationary oscillations that die out very quickly, called
transients [BHO9]. The reed in woodwind instruments presents a highly nonlinear behavior that also results in attack
transients [Fle99], while the stiffness of piano strings results in a slightly inharmonic spectrum [BH09].

Ideally, the representation of musical instrument sounds should rely on a few parameters that capture most infor-
mation in an intuitive way. Additionally, high fidelity is essential in synthesis [QMO02], transformation [VZA06, SB9S,
CR12], model conversion [RVR07, VRRO7], and estimation of various features, be they perceptual such as pitch [dK02,
CHO8] or acoustical such as size, material, fingering, among others [MIT" 10, Abel3, TSO1, MIK™12]. The musical
instrument sound model can be used in a variety of related problems, from onset detection [BDAT05] and segmenta-
tion [PGV97, CR10, PV00] to musical instrument classification [MM99, HPDO3], recognition [EK00, ERDO06], identifi-
cation [Bro99, KM95], and conversion [Gio09]. Parametric representations typically compare the signal to be represented
with a template, such as wavelets [KMS88], sinusoids [MQ86, SS90], exponentially damped sinusoids [HVL05], or a
dictionary of atoms [MZ93, SSDROS]. In general, sinusoids render a compact representation of quasi-stationary oscilla-
tions that is perceptually close to the original recording and whose parameters encode intuitive information. However, the
quality of the representation depends on the parameter estimation techniques and on how the underlying model represents
temporal variation in the parameters over the course of the sound.

There have been several proposals about how to estimate the parameters of sinusoidal models. The earliest mod-
els [MQ86, SS90] relied on straightforward estimation techniques, such as peak-picking and parabolic interpolation.
Over the years, researchers have proposed improvements in parameter estimation [NMBO07], partial tracking [LMRO7,
DGRO3], and time-frequency resolution [AF95, KGV78, FF06]. Nonetheless, there are some intrinsic limitations to
the representation of musical instrument sounds by quasi-stationary sinusoids, such as poor noise and transient model-
ing, smearing of the sharpness of attack, and limited temporal resolution. The standard sinusoidal model (SM) suffers
from the time-frequency uncertainty principle when estimating the parameters because long analysis windows blur the
temporal resolution to improve the frequency resolution and vice-versa. Moreover, the SM uses constant amplitude
and frequency values inside the analysis window because the SM assumes that the sound is relatively stable locally.
Consequently, the representation notoriously fails to capture short-time temporal variations such as transients or sharp
percussive onsets [CKMS13]. Therefore, the SM tends to use a separate model for noise [SS90, CKD " 13] and for
transients [VMOO, Daull, DDS01, Dau06].

Exponentially Damped Sinusoidal Models (EDS) have been gaining popularity as the template (or basis functions)
to represent many types of signals [KT82, UT96], including audio and musical instrument sounds [NHD98b, BBD02,
HVL™05] and more recently for audio coding [DBR13]. Essentially, the EDS uses stationary sinusoids modulated by a
real exponential function inside the analysis window to represent the partials. There are parameter estimation algorithms
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based on iterative analysis-by-synthesis [Goo97] and subspace-based methods [RK89, VHPR96], sometimes referred to
as “high-resolution methods” because they do not suffer from the time-frequency uncertainty of the FFT. Proponents of
the EDSM to model musical instrument sounds claim that the EDS outperforms the SM [JHO2] not only because the
parameter estimation techniques are more powerful and robust, but also because the temporal envelope of the sinusoids
is suitable to represent percussive sounds. However, the frequency of the partials in the EDS is still constant inside
each analysis frame, and the beginning of the frame has to coincide with the onsets to take advantage of the shape of
the temporal envelope. Synchronization of the frame boundaries with percussive onsets requires additional steps prior
to modeling, namely onset detection and classification into percussive or not. The EDS notoriously requires additional
partials [NHD98b] when the onsets are not synchronized. Another important drawback is the constant frequency of each
partial inside the analysis frame.

Adaptive sinusoidal models have been applied in speech [KPRS12, PRS11] and musical instrument sounds [R06,
CKMS13] to address some of the issues with traditional sinusoidal models. Adaptation of sinusoidal partials inside the
analysis window frees the algorithm from the inherent temporal limitation of the STFT and quasi-stationary sinusoids,
allowing representation of changes in a temporal scale smaller than the hop size. In a preliminary study [CKMS13],
we used an adaptive sinusoidal model dubbed the “extended adaptive Quasi-Harmonic Model” (eaQHM) [KPRS12] to
represent percussive musical instrument sounds. We showed that the eaQHM outperformed the representation obtained
with sinusoidal models that use stationary partials. Previously, the eaQHM had been used to model the speech counter-
parts of percussive audio sounds, namely stop sounds, outperforming quasi-stationary sinusoidal models [KRS13]. In the
eaQHM, adaptation results from the iterative projection of the original waveform onto nonstationary basis functions that
are locally adapted to its time-varying characteristics, rendering a flexible model capable of representing sudden changes
such as transients or sharp onsets.

In this work, we model a large number of musical instrument sounds from different families with sinusoidal model-
ing algorithms and compare their modeling accuracy, defined as how much information the parametric model captures
quantitatively. We use the “signal to reconstruction error rate” (SRER) as a measure of modeling accuracy. We compare
both the local SRER, measured over a window just before the onset, and the global SRER, comprising the whole duration
of the sound. The algorithms considered are the standard sinusoidal modeling algorithm [MQ86] (SM), exponentially
damped sinusoids [DBR13] (EDS) using ESPRIT [RK89] for parameter estimation, and the eaQHM. First we show that
adaptation significantly improves both the local and global SRER. Then we compare the modeling accuracy varying the
size of the analysis window and the number of sinusoidal partials. We show that the eaQHM outperforms both the state of
the art (EDS) and the baseline model (SM) for most instrumental families in all experiments with with the same number
of analysis parameters as EDS and the same number of synthesis parameters as the SM.

In the next section, we describe the analysis and synthesis stages of eaQHM, focusing on adaptation. Then, we present
the experimental setup, describe the musical instrument sound database used in this work and the analysis parameters.
Next, we explain the experiments we performed, we present the results and evaluate the performance of the SM, EDS, and
eaQHM in modeling musical instrument sounds. Finally, we discuss the results and present conclusions and perspectives
for future work. The raw data will be available for reproducibility of the results along with Matlab code to obtain the
figures and tables presented here. Sound examples and further information can be found at http: //www.csd.uoc.
gr/~kafentz/listest/pmwiki.php?n=Main.AdaptiveSinMus.

6.2 Experimental Setup

The aim of the experiment is to compare the modeling accuracy of the SM, EDS, and eaQHM for a broad range of
musical instrument sounds, including percussive and nonpercussive. In this work, modeling accuracy is measured by the
local and global SRER, calculated using Eq. (6.1).

— _ T
SRER = 20log;, 6.1)

Ox(t)—2(t)

The local SRER is measured over a window just before the onset to evaluate the smearing of the attack also known
as pre-echo, a very common artifact among sinusoidal models that use quasi-stationary sinusoids. The global SRER
measures the overall modeling accuracy, taking the whole sound into account.

The modeling accuracy depends on the number of partials K and the window size L for the sinusoidal algorithms.
Traditionally, partials are not supposed to vary much inside the analysis window and thus are modeled with quasi-
stationary sinusoids whose parameters are averaged over the window, changing between windows according to the step
size. On the other hand, supposing that each sinusoid captures one partial, there is a minimum number of sinusoids
required to represent the oscillatory energy in musical instrument sounds. Thus we will present a comparison of the
SRER as a function of K and L for the SM, EDS, and eaQHM. First we describe the musical instrument sounds modeled
and the selection of parameter values for the algorithms.
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6.2.1 The Musical Instrument Sounds Used

In total, 90 musical instrument sounds were used in this work'. Table 6.1 lists the musical instruments divided in
six classes, Brass, Woodwinds, Strings, Percussion, Popular, and Keyboard. The recordings were chosen to represent
the range of musical instruments commonly found in traditional Western orchestras and in popular recordings. Some
instruments feature different registers (alto, baritone, bass, etc) or different keys (pitched in C or Bb). All sounds used
belong to the same pitch class (C), ranging in pitch height from C3 (f0 ~ 131 Hz) to C6 (f0 ~ 1046 Hz), but most
are C3 or C4. The dynamics of all sounds is forte, while the duration was kept under 2 s. All sound files were edited so
the first sample corresponds to the onset. Normal attack (“na”) and no vibrato (“nv”) were chosen whenever available.
Presence of vibrato is indicated (“vib”), as well as different playing modes such as staccato (“stacc’), sforzando (‘“‘sforz”),
and pizzicato (“pz”), achieved by plucking string instruments. Extended techniques were also included, such as tongue
ram (“tr”) for the flute and bowing (“bow”) idiophones (vibraphone, xylophone, etc). Different materials such as metal,

9 <.

plastic and wood are also indicated (respectively by “me”, “pl”, and “wo”.)

Bass Trombone (nv, na, stac), Bass Trumpet (na, vib), Cimbasso (nv, na, stac), Con-
trabass Trombone (stac), Contrabass Tuba (na, stac), Cornet, French Horn (nv, na,
stac), Piccolo Trumpet (nv, na, stac), Tenor Trombone (nv, vib, na, stac), C Trumpet
(nv, na, stac), Tuba (vib, na, stac), Wagner Tuba na, stac)

Alto Flute (vib, na), Bass Clarinet (na, sforz, stac), Bassoon (na, stac), Clarinet (na,
Woodwinds | stac), Contra Bassoon (sforz, stac), English Horn (na, stac), Flute (nv, vib, na, stac,
tr), Oboe (na, stac), Piccolo Flute (nv, vib, na, stac, sforz)

Cello (na, vib, pz), Double Bass (vib), Harp, Viola (na, nv, vib, stac, piz), Violin (na,

Brass

Strings nv, vib, stac, piz)

Percussion glec;ckensplel (wo, me, pl), Marimba, Vibraphone (me, pl, bow), Xylophone (wo,
Accordion, Acoustic Guitar, Baritone Sax, Bass Harmonica, Chromatic Harmonica,

Popular

Classic Guitar, Mandolin, Pan Flute, Tenor Sax, Ukulele
Keyboard Celesta (na, nv, stac), Clavinet, Piano

Table 6.1: Musical instrument sounds used in all experiments. See text in 6.2.1 for a description of the terms in brackets

6.2.2 Analysis Parameters

The parameter estimation for the SM follows [MQ86] with phase interpolation via cubic splines. The estimation of
parameters for EDS used here is described in detail elsewhere [DBR13], while the estimation of the optimum number
of poles (sinusoids) [BDR04] is used for comparison. In all experiments, the threshold for SRER convergence is set
to 0.01, the size of the FFT is N = 4096 samples, and the sampling frequency for all sounds is F; = 16kHz. The
step size was H = 1ms (which corresponds to 16 samples). Prior to modeling with the SM, EDS, and the eaQHM, the
fundamental frequency fj of all sounds was estimated using SWIPE [CHO8] because in this work the window size L and
the maximum number of sinusoidal partials K, ., supposing harmonicity depend on fj.

The number of (sinusoidal) partials K is an important input parameter which directly affects the modeling accuracy
for the SM, EDS, and the eaQHM. In the SM, K dictates how many local maxima (harmonically related or not) the peak
picking algorithm will retain. The parameter estimation algorithm for EDS [RK89] uses K to determine the separation
between the dimension of the signal space and the noise space. In turn, the eaQHM initializes the template signal for
QHM (see Section 2.4) with K harmonically related partials. For all the algorithms, we suppose the musical instrument
sounds under investigation can be well represented as nearly harmonic, so we set the maximum number of partials
K4z to the highest harmonic number below Nyquist frequency or equivalently the highest integer K that satisfies
Kfy < Fy/2.

The window size L also directly affects the modeling accuracy of the SM, EDS, and the eaQHM. In the STFT, L
determines the well known trade-off between temporal and spectral resolution which, in turn, directly affects the perfor-
mance of the peak picking algorithm that the SM uses for parameter estimation. Moreover, the parameters estimated are
averaged across the length L of the window and used to represent the center of the window. EDS estimates stationary
(damped) sinusoids inside these frames, thus L limits the temporal modeling accuracy. Finally, the eaQHM uses SM-like
frames and captures variations inside the analysis window. In this case, varying L does not directly affect temporal
or spectral resolution because the eaQHM uses least squares (QHM) in the time domain to estimate the parameters.

1“Popular’ and ‘Keyboard’ musical instruments are from the RWC Music Database: Musical Instrument Sound http://staff.aist.go.
jp/m.goto/RWC-MDB/. All other musical instruments are from Vienna Symphonic Library database of musical instrument samples http:
//www.vsl.co.at/en/65/71/84/1349.vsl
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However, L will impact the modeling accuracy of the amplitude and frequency modulations inside the window. In the
literature [RS78], L = 3Ty (where Ty = 1/ fj is the fundamental period) is considered a reasonable value for speech and
audio when using the SM. However, we are unaware of a systematic investigation of how L affects modeling accuracy
for EDS. Next, we present the investigation on modeling accuracy (local and global SRER) as a function of the number
of adaptations, K and L.

6.2.3 Adaptation Cycles

Figure 6.1 shows the global and local SRER as a function of the number of adaptation cycles (iterations). Each plot
was averaged across the sounds indicated, while the plot “all instruments” is an average of the previously shown. Notice
how the SRER increases quickly after a few iterations, slowly converging to a final value several orders of magnitude
higher than before adaptation.

6.2.4 Number of Partials K

We studied the impact of K in the modeling accuracy of the SM, EDS, and eaQHM. We ran each algorithm with
different numbers of partials as input parameter (the window size was kept at L. = 37) and recorded the resulting
local and global SRER values. We started from [,,,, and decreased K by 2 partials each run. We expected the SM
to quickly converge to a maximum value and stabilize because of the parameter selection algorithm. The literature on
EDS [BDRO04] suggests that there is an optimum number of partials for audio, thus we expected EDS to render a curve
that would reach a maximum around that point and then decrease. Finally, adaptation allows the eaQHM to represent
small temporal variations such as transients accurately as modulations of amplitude and frequency of the partials (no
matter the number of partials). Therefore, we expected the eaQHM to yield higher values of SRER as the number of
partials increased. Figures 6.2a and 6.2b shows the local and global SRER as a function of K for the SM, EDS, and
the eaQHM. All curves are averaged across the sounds from the musical instruments indicated. Note that sounds with
different f; values have different maximum number of partials K 4.

6.2.5 Window Size L

We investigated the impact of L in modeling accuracy for the SM, EDS, and the eaQHM. We ran each algorithm
varying L from 3T} to 87y with constant number of partials K,,,, and measured the resulting local and global SRER.
We expected L to negatively impact all three algorithms differently. We expected L to have a greater impact on the SM
because both parameter estimation and temporal resolution depend on L. We expected L to have a smaller impact on
modeling accuracy for EDS because of the time-varying amplitude of the locally stationary sinusoids (despite the constant
frequency value inside the window.) Finally, we conjectured that L will have a minor effect on the eaQHM because L
mostly affects the eaQHM’s ability to capture amplitude and frequency modulations inside the window. Figures 6.2¢
and 6.2d illustrate the results, showing the SRER as a function of L expressed as times T}, so sounds with different f
values have different window size L in samples. All curves are averaged across the sounds from the musical instruments
indicated.

However, Figure 6.2 is not enough evidence that the eaQHM outperforms the SM and EDS in average for all musical
instrument sounds investigated. In what follows, we will compare the average modeling accuracy of the SM, EDS, and
eaQHM using the curves from Figure 6.2 and defining the “mean SRER difference.” For each musical instrument sound,
we subtracted point by point the SRER values (in dB) corresponding to the SM and EDS from that of the eaQHM and
averaged the result (across L or K). A positive “mean SRER difference” represents how much eaQHM outperforms the
other method in average for that particular musical instrument, while a negative value means eaQHM was outperformed.

6.3 Analysis of Results

This section presents a systematic analysis of the experiments introduced in the previous section consisting of a
comparison across musical instruments for all methods. Next, we present these mean SRER differences for all musical
instrument sounds clustered by musical instrument family in Table 6.2 and Table 6.3.

6.3.1 Variation Across KX Holding L. = 37

Table 6.2 shows the mean SRER difference between eaQHM and EDS and eaQHM and SM for the musical instru-
ments clustered in families. The bottom row shows the average for all instruments labeled 7otal. The columns labeled
Local and Global present the difference across K, while the column labeled K, shows the difference in global SRER
only for the maximum number of partials. The Local column is especially important to evaluate the attack since the SRER
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Figure 6.1: Example of how adaptation increases the modeling accuracy. Plot of SRER as a function of number of
adaptations.
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Figure 6.2: Comparison between global and local SRER as a function of the number of partials (a,b) and the size of the
window (c,d) for the three models (SM, EDS, and eaQHM).
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does not include temporal information, the Global column assesses overall performance across K. The algorithms per-
form best at K44, s0O this column will be used as reference measure of modeling accuracy per musical instrument
family. The Total row will be used as reference measure of modeling accuracy per sinusoidal modeling algorithm. Hence
the “mean SRER difference” in the K, , column and 7otal row gives the final modeling accuracy performance.

Locally, the eaQHM is only outperformed by EDS for Bowed Percussion, and globally for Struck Percussion and Pop-
ular. In turn, the SM only outperforms the eaQHM globally for Popular. Finally, the eaQHM presents a higher modeling
accuracy than both SM and EDS with K ... Both locally and globally, the eaQHM achieves the highest performance
for Plucked Strings, outperforming EDS by over 10dB and SM by over 20dB. However, the column K, reveals that
the eaQHM outperforms EDS by more than 20dB for Bowed Strings and Bowed Percussion, while outperforming EDS
by around 15dB for Plucked Strings. The row Total reveals that the eaQHM outperforms EDS and SM locally, globally,
and for K, in average when all musical instruments are clustered together.

6.3.2 Variation Across L Holding K = K4,

Similarly to the previous section, Table 6.3 shows the mean SRER difference between eaQHM and EDS and eaQHM
and SM. The Local and Global columns present the mean SRER difference across L, while the 37y column shows the
difference in global SRER for the window size that gives the best modeling accuracy for all algorithms. The local SRER
is used to evaluate onset modeling accuracy and global SRER evaluates general performance. The column 37} will be
used as reference measure per musical instrument family and the Total row as reference per model.

Under variation of L, the eaQHM only outperforms EDS locally for Bowed Strings and Struck Percussion. However,
the eaQHM is only outperformed globally by EDS for Plucked Strings and Keyboard. Once again the eaQHM presented
a consistently higher performance than EDS for 37;. Note that the eaQHM outperforms the SM for every musical
instrument cluster considered locally, globally, and for 37. When compared against EDS, eaQHM achieves the highest
performance locally for Struck Percussion, globally for Brass, and using window size 37¢ for Bowed Strings. However,
when we compare the performance with the SM, Plucked Strings is the highest performing cluster locally, globally, and
for 37Ty. Notice that the comparison across L with EDS is not consistent, while the comparison with the SM is much
more consistent. This phenomenon will be analyzed in the following section.

SRER(eaQHM-EDS) SRER(eaQHM-SM)
Local | Global | K, ,ax | Local | Global | K, ,.x
Brass 7.69 9.22 7.48 22.44 9.05 541
Woodwinds 2.95 6.90 19.60 | 17.21 12.18 29.93

Bowed Strings 6.32 3.45 21.52 | 14.46 6.06 31.21
Plucked Strings 13.26 | 11.96 1575 | 24.69 | 25.63 42.99

Bowed Percus- 380 | 200 | 2180 | 265 10.56 | 37.63

sion

ssitg:d‘ Percus- | »e3 | 152 | 1188 | 768 | 277 | 21.06
Popular 1.09 | -044 | 11.93 | 355 | -121 | 18.09
Keyboard 633 | 441 | 3.5 | 1699 | 11.87 | 24.79
Total 455 | 450 | 1414 | 1415 | 9.07 | 26.39

Table 6.2: Mean SRER difference (dB) between eaQHM and EDS or SM across the number of partials K.

6.4 Discussion

Figure 6.1 shows the impact of adaptation on modeling accuracy for the eaQHM, revealing that adaptation does lead
to a significant improvement in modeling accuracy as measured by both local and global SRER. Figure 6.2 illustrates
the behavior of the SM, EDS, and eaQHM under variation of the number of partials K and window size L, respectively.
In general, there is no significant difference in local and global behavior for the curves, while the global SRER presents
higher absolute values. The tendency for higher absolute global SRER seems natural for Figure 6.2 because the global
SRER uses information from the whole sound duration, while the local SRER reflects the fit of the models right before
the beginning of the sound.

Figures 6.2a and 6.2b show that the SM behaves as expected when varying the number of partials, not showing
significant improvement in modeling accuracy after a certain number of partials. Comparison between the local SRER
variation for the SM in Figure 6.2b and its global counterpart in Figure 6.2a shows that the global values are higher
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SRER(eaQHM-EDS) SRER(eaQHM-SM)
Local | Global | 3Ty | Local | Global | 3T,
Brass -3.07 10.74 | 27.27 | 12.20 14.75 | 31.19
Woodwinds -2.81 6.92 1821 | 11.63 13.43 | 30.44
Bowed Strings 3.01 7.55 28.11 | 10.85 12.62 | 38.18
Plucked Strings -12.38 | -15.89 7.78 | 21.16 17.57 | 49.88

Bowed Percus- 426 6.86 21.80 | 10.83 15.85 | 37.63

sion

Sitor:Ck Percus- | o153 | ss85 | 1082 | 1524 | 1173 | 19.25
Popular 2091 | 557 | 1525 | 9.00 | 9.02 | 21.91
Keyboard 425 | -4.02 | 3.15 | 1290 | 10.60 | 24.79
Total 230 | 295 | 1655 | 12.46 | 12.78 | 31.66

Table 6.3: Mean SRER difference between the eaQHM and EDS or SM across the window size L.

for the same sounds, and the addition of partials tends to increase the global SRER more than the local SRER. This
trend confirms that the SM has a tendency to fit onsets poorly and stable partials significantly better. Interestingly, EDS
does not behave as predicted theoretically in the literature [BDRO4]. Instead of reaching a maximum performance for a
certain number of partials and decreasing after that, EDS presents a general trend to continuously improve the modeling
accuracy when the number of partials increases. In fact, the optimum number of partials obtained with ESTER [BDR04]
was much higher than the maximum number of partials K,,,, for all musical instrument sounds. Moreover, the difference
in absolute value between local and global SRER for EDS is less significant than for the SM or the eaQHM, revealing tha
EDS does not improve the fit with the presence of more information. Finally, the eaQHM behaved as expected, improving
the modeling accuracy with more partials. In general, the absolute value for the global SRER is higher than for the local
fit, but the difference between global and local is smaller than for the SM, indicating that the eaQHM presents a more
consistent modeling performance throughout.

In turn, Figures 6.2¢ and 6.2d show that the modeling accuracy decreases with L for all algorithms. Once again the
local and global SRER curves show a consistent behavior for each model, with the same general tendency for higher
global than local SRER values for the same sounds. Interestingly, the window size affects the SM much less than EDS
or the eaQHM, suggesting that the SM is more robust to variations of L than EDS or the eaQHM. On the other hand, it is
depicted that the SM seldom outperforms the others (apparently, only when the performance of EDS and the eaQHM is
compromised by very large values of L.) Again, the SM presents a higher difference between global and local SRER than
EDS or the eaQHM. Figures 6.2c and 6.2d reveal that variation across L affected the performance of EDS significantly
less than that of the eaQHM and the SM because of the different impact that L has in the eaQHM and SM against
EDS. L is the length of the non-overlapping slice that EDS models. Internally, the effective length used by EDS to fit
the parameters of the model is L/2 with a step size of 1 sample. Here we should notice that L more greatly affects
the difference between global and local SRER for EDS than the number of partials. Not surprisingly, the modeling
accuracy of the eaQHM suffers when L increases. In some cases, the general performance is still superior throughout
(see Fig. 6.2c, Brass, Woodwinds, Bowed strings, and Popular). The difference between global and local SRER in
absolute value for L is more significant than for K regarding the eaQHM. In the eaQHM, L affects frequency correction
and interpolation mechanisms. Long windows have an averaging effect because the parameters are iteratively fit in the
time domain. Frequency correction is applied an the center of the analysis window and the eaQHM uses interpolation to
capture frequency modulations between windows. Thus, adaptation improves the fit more slowly for longer L, generally
reaching a lower “roof” SRER value in fewer iterations.

6.4.1 Analysis and Synthesis Complexity

Here, complexity is considered as the number of parameters (or degrees of freedom) required to estimate and to
represent each sinusoid. Table 6.4 shows a comparison for the SM, EDS, and eaQHM using real numbers because
some parameters are complex. As is widely known, the SM requires the estimation of three real parameters for each
sinusoid, namely the amplitude ay, the phase ¢, and the frequency f;. In turn, EDS requires the estimation of two
complex parameters [DBR13], amplitudes aj, and poles z;. These are converted into the four real parameters amplitude
ay, phase ¢y, frequency fj, and damping coefficient d; (see [DBR13] for details). Finally, the eaQHM estimates two
complex amplitude parameters a; and by. The frequencies fj are initialized as integer multiples of a fundamental
frequency fj and later corrected by the estimations a; and by, so fj, is not directly estimated by the eaQHM. Thus the
eaQHM and EDS present a higher analysis complexity than the SM. Table 6.4 also shows the number of parameters
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for the synthesis stage. Notice that the eaQHM has the same synthesis complexity as the SM, while both the SM and
EDS need all analysis parameters also in the synthesis stage. The synthesis complexity of the eaQHM is lower than the
analysis stage because the synthesis stage is essentially the same as the SM.

Real numbers per sinusoid per frame
SM EDS eaQHM
23 o
Analysis gy Ok, [ Rlar}, S{ar}, R{ar}, S{ar},
%{zk}a S{Zk} %{bk}, S{bk}
SyntheSiS ak7¢kafk ‘ak’|a¢ka.fk35k |ak¢‘7¢k,fk

Table 6.4: Comparison of model complexity for SM, EDS, and the eaQHM for the analysis and synthesis stages. The
table presents the parameters (real numbers) to estimate (analysis complexity) and to represent (synthesis complexity)
each sinusoid inside a frame.

6.4.2 Modeling Accuracy and SRER

In this work, modeling accuracy is the ability of a model to capture information from a signal. The SRER defined in
Eq. (6.1) is the ratio in dB of the energy in the original signal x (¢) and the modeling error or residual Z (¢). As such, the
aim of maximizing the SRER is equivalent to minimizing the residual energy and therefore minimizing the information
missed by the model. Here, we consider that some of the noise might be intrinsic to the musical instrument sound being
modeled, such as breathing noise, and should be captured as well. Therefore, technically, the SRER does not measure
the same as the more commonly known signal-to-noise ratio (SNR) because the SNR usually considers additive noise
from an external source whose statistical properties differ from the signal’s, such as background noise from quantization
or transmission. Thus the aim of minimizing the residual energy in sinusoidal modeling can be interpreted as capturing
as much signal energy as possible with sinusoids. Ideally, the sinusoids should capture all oscillatory energy (including
transients) and leave a noisy residual with a flat spectrum, indicating that the residual is indeed statistically independent
from the model.

An important feature of the SRER is that it uses the waveforms to estimate the energy, comparing x (¢) and & (t)
directly. Consequently, Z (¢) will only have low energy when & (¢) follows x (¢) closely. However, the SRER is blind
to where the differences lie in the waveform. For discrete waveforms, if & (¢) as an identical copy of x (¢) except for a
single sample, the energy in Z (¢) results in a particular value of SRER. However, a different waveform & (¢) created by
adding a small perturbation to each sample in z (¢) could have the same SRER. Consequently, the SRER alone does not
show that & (t) and 25 (t) are different waveforms. So, when comparing two models %4 (¢) and &2 (¢), it is only safe to
say that a higher SRER indicates better modeling accuracy, which in turn suggests a better quality representation.

6.4.3 Percussive Musical Instruments

The musical instrument clusters that contain percussive sounds in this work are Plucked strings, Struck percus-
sion, and Keyboard. The literature [NHD98b, BBD02, HVL05] proposes that EDS is particularly suitable to model
percussive sounds because of the exponential temporal envelope, commonly claiming that the parameter estimation tech-
nique [RK89] uses “high-resolution methods” that outperform traditional estimation methods based on Fourier analysis.
However, the ability to adapt the amplitude of the sinusoidal partials to the local characteristics of the waveform makes
the eaQHM extremely flexible to fit both percussive and nonpercussive musical instrument sounds. For example, Ta-
ble 6.2 shows that the eaQHM outperformed EDS the most for Plucked Strings, a percussive sound that EDS should
supposedly capture well due to the temporal envelope. Upon close examination, Table 6.2 reveals that the eaQHM in
general outperforms EDS in local, global, and K, for the percussive instruments. Table 6.3, on the other hand, shows
better performance for the eaQHM than EDS only for 37} for these particular clusters.

In general terms, the experiment revealed that the eaQHM has a better modeling accuracy than EDS and SM in
average across K, with a robust performance throughout. Table 6.2 shows that the eaQHM consistently achieved better
modeling accuracy than EDS and SM for K,,4,. In some cases, the eaQHM significantly outperforms EDS, while
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the total performance was 14.14 dB. Table 6.3 also reveals that the eaQHM outperforms EDS for 37Tj for all clusters
of musical instruments with some significant differences of more than 20 dB, while comparison with the SM shows
significant differences across all clusters. The fotal row indicates that the eaQHM outperforms the EDS in average by
16.55 dB and the SM by 31.66 dB.

6.5 Conclusion and Perspectives

Musical instrument sounds are challenging to represent accurately because different musical instruments may feature
radically different characteristics, such as sharp onsets, attack transients, inharmonicity, or mechanical noise. The quality
of the representation depends not only on accurate parameter estimation, but also on how the underlying model uses
this information to capture and represent temporal variations of the model parameters. This work proposed to use an
adaptive Sinusoidal Model dubbed eaQHM to represent percussive and nonpercussive musical instrument sounds as si-
nusoids modulated in amplitude and frequency. In general, the eaQHM renders a compact yet high-quality representation
with intuitive parameters. The model represents well sharp onsets with attack transients, inharmonic spectra, and even
mechanical noise.

We showed that adaptation of the sinusoids inside the analysis window allows the eaQHM to significantly increase
the accuracy of representation without the need to increase model complexity. We used the signal to reconstruction error
ratio (SRER) to compare the modeling accuracy of the eaQHM with exponentially damped sinusoids (EDS), considered
here to be the state of the art, and the standard sinusoidal model (SM) as the baseline representation of a database of
90 percussive and nonpercussive musical instruments sounds. The experiments measured the local and global SRER
as a function of the number of partials and size of the analysis window for the SM, EDS, and eaQHM. The local
SRER is measured just before the onset to capture potential artifacts in attack transient modeling, and the global SRER
measures the fit for the whole waveform to evaluate general modeling performance. The results showed that the eaQHM
outperforms EDS and SM in average across both variations in all cases except local SRER for the EDS under variation
of window size. Considering only the window size and number of partials for which the algorithms perform their best,
the eaQHM consistently outperformed EDS by more than 10dB and SM by over 25dB in average.

Adaptive sinusoidal modeling can be used in parametric audio coding with low bit rates because the very high model-
ing accuracy potentially gives high fidelity with the same model complexity as the standard sinusoidal model. However,
the eaQHM currently only handles monophonic sounds (speech or musical instruments). An important perspective of
this work is to develop an adaptive algorithm for polyphonic audio. Therefore, future work should focus on improving
the robustness of parameter estimation first. Presently, the use of least squares is costly and unstable, failing whenever
the frequencies of two partials are closer together than a threshold value. We envision total least squares or singular value
decomposition as good candidates to improve the robustness in parameter estimation and allow modeling of polyphonic
audio.



Chapter 6. Adaptive Sinusoidal Modelling of Musical Instrument Sounds 141




142 Adaptive Sinusoidal Models for Speech with Applications in Speech Modifications and Audio Modeling




Chapter 7

Expressive Speech Analysis and
Classification

7.1 Introduction

Emotional (or stressed) speech can be defined as the speech style produced by an emotionally charged speaker. Such
speech styles can be characterized as happy, sad, angry, neutral and fearful speech, among others. Analysis of emotional
speech could provide information about the emotional state of the speaker, which can be useful in applications such as
health care and emergency conditions, and is a necessary pre-processing step in applications such as recognition and
classification. Also, speaker recognition and verification systems could benefit from such an analysis, as well as speech
synthesis applications, like unit selection based text-to-speech synthesis or HMM-based speech synthesis.

Numerous approaches have been suggested in the literature in order to show the variation of speech characteristics
among different emotion conditions. These variations can form features that are exploited to identify and/or classify
different emotional speech styles [BGHO0O]. Womack and Hansen discussed the use of Linear Prediction (LP) coefficients
and cepstral features in analyzing and classifying stressed speech [DH99, HW96, HWA94, WH95]. Zhou et al [ZHKO01]
have shown that the Teager operator can be used to obtain better results compared to LP-based features in classification of
stressed speech. Moreover, it has been suggested that features related to the pitch mean and variance, as well as intensity
features, are useful for discrimination among speaking styles [AR98, BNO8]. Cummings et al [CCH89] have shown
that the glottal pulse shape varies with different stressed conditions. Ruiz et al [RAH96] discussed time and frequency
related variabilities in stressed speech, whereas Castellanos et al [CBC96] provided an analysis of general acoustic-
phonetic features in Lombard speech. Scherer [Sch03] investigated the intensity, duration, and spectral envelopes in
stressed speech for speech and speaker recognition, whereas Bosch [Bos13] has discussed the importance of prosody
for emotion recognition in speech. Ramamohan and Dandapat [RD06] suggested the use of a sinusoidal model (SM)
to distinguish between different speaking styles, using its parameters (amplitude, frequency, phase) as features. For the
recognition and/or classification of emotional speech, several classifiers have been suggested, such as Hidden Markov
Models (HMM) [DH99, RD06, CH94, NMBMO1, KCJLO03, NFS03], Neural Networks (NN) [BGH00, HW96, NTNOO,
BWGO04], Gaussian Mixture Models [LNHS05, AKKO07], and Vector Quantization (VQ) [RD06, KK 11] using a variety
of feature vectors.

In spite of its wide range of applications [MBCM?93], the Sinusoidal Model (SM) [MQ86] has not been thoroughly
engaged in analysis and/or classification of stressed speech until recently [RD06, DTCTO03]. In these approaches, the
parameters of sinusoids (amplitude, frequency, and phase) over time are suggested as features for classification or con-
version of speech using Hidden Markov Models, Vector Quantization, and Gaussian Mixture Model-based techniques.
Although the use of amplitude and frequency contours was straightforward, the phase contours are either disregarded or
could not be directly used in the analysis. Furthermore, the parameters obtained from sinusoidal analysis have a signif-
icant constraint; they are extracted under the assumption of local stationarity, that is, the speech signal is considered as
stationary inside the analysis window. However, this is not the case for speech styles characterized as "fast” or "angry”.
Recently, the adaptive Sinusoidal Models (aSMs) [PRS11, KPRS12, DS13] have managed to cope with this problem by
projecting the signal onto a set of amplitude- and frequency-varying basis functions inside the analysis window. This
way, the parameters represent the underlying signal more closely as an AM-FM decomposition. In brief, the adaptive
Quasi-Harmonic Model (aQHM) [Pan10] adapts the phase of the basis function to the local characteristics of the signal,
whereas the extended adaptive Quasi-Harmonic Model (eaQHM) [KPRS12] performs both amplitude and phase adapta-
tion. More recently, the adaptive Harmonic Model (aHM) [DS13] assumes full-band harmonicity and iteratively adapts
the fundamental frequency fj to localize harmonics up to the Nyquist frequency. All models have demonstrated their
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ability to model adequately and accurately speech signals from different languages and different speakers. However, they
have not been tested in emotional speech, where it is assumed that the AM-FM components of the speech signal behave
differently compared to neutral or conversational speech.

In this work, the extended adaptive Quasi-Harmonic Model (eaQHM) is utilized to demonstrate its ability to ana-
lyze, resynthesize, and classify emotional speech. The speech corpus for the analysis and resynthesis is a high-quality,
wideband database containing emotional running speech. Subjective listening tests have been conducted to prove the
transparency of the resynthesized speech. It is also shown that eaQHM can efficiently model all styles of emotional
speech in this database with high precision, and this is demonstrated via Signal-to-Reconstruction-Error Ratio (SRER)
values, compared to the standard SM. Moreover, an emotion classification task is presented using the well-known Speech
Under Simulated and Actual Stress (SUSAS) [HBGY97] database, in which there are 11 pre-labelled emotional speech
corpora. Details on the database are discussed in Section 7.2.1. Results show that the sinusoidal features of the eaQHM
yield higher classification scores than those of the SM.

The rest of the work is organized as follows. In Section 7.2 presents the analysis parameters and the evaluation, both
objective and subjective, of the eaQHM compared to SM. Section 7.3 describes the VQ-based classification experiment,
and Section 7.4 discusses future perspectives. Finally, Section 7.5 concludes the work.

7.2 Analysis and Evaluation

In this section, the evaluation procedure is described, along with the dataset selection and the parameter estimation.

7.2.1 Objective Evaluation

At first, it is important to show that eaQHM can decompose high-quality running expressive speech signals into
AM-FM components that represent the signal closer than SM. For this, a custom, small database of acted speech is used.
This database consists of one male and one female subject, acting in four different speaking styles (angry, sad, happy,
neutral), in a recording studio. A total number of 20 waveforms sampled at 16000 Hz are analyzed. All speech files in
the database have been analyzed and resynthesized from their AM-FM components, and the corresponding SRER has
been computed for each speech utterance. For this analysis, the window size was 30 ms for the SM and 3 local pitch
periods for the eaQHM, both of Hamming type. A step size of 2.5 ms was selected for both models. The results are
depicted in Table 7.1.

SRER Performance (Wideband Speech Database)
Female Speaker
Speaking Styles

Model Angry Happy Neutral Sad

SM 14.8(1.36) | 17.5(3.0) | 16.5(1.36) | 21.2 (1.64)
eaQHM | 28.8 (1.24) | 33.1(1.81) | 34.9 (2.23) | 34.8 (3.60)

Male Speaker

SM 17.0 (1.45) | 14.3(0.76) | 16.0 (1.67) | 16.5 (1.63)

eaQHM | 35.7(2.04) | 31.6 (3.49) | 33.3(2.56) | 33.1(2.74)

Table 7.1: Signal to Reconstruction Error Ratio values (dB) for both models on a small acted speech database. Mean
and Standard Deviation are given.

However, this database is not appropriate for classification purposes, since the containing data is too few. Another
database will be used, named SUSAS (Speech Under Simulated and Actual Stress). The SUSAS database was developed
in the 1990s and was the first emotional speech database ever created. It contains both actual and simulated stressed
speech. In the simulated part, 9 U.S. English male speakers, of three main dialects (general USA, New England/Boston,
and New York City accent), under different simulated stress conditions (angry, clear, fast, lombard, loud, neutral,
question, slow, soft, and two conditions where the speaker was recorded during medium and light activity) have been
recorded. Each speaking style corpus has 70 speech files per speaker, which consist of isolated, short communication
words, such as “hello”, “break”, “go”, and “destination”. This amounts to about 1190 tokens per speaker, with a
considerable subset of them being acoustically similar, such as (six, fix) and (white, wide). The simulated data in SUSAS
database were sampled using a 16-bit A/D converter with sample rate of 8 kHz. Table 7.2 shows the mean and the
standard deviation of SRER for all speakers, for most common speaking styles.

This clearly demonstrates the quality and the performance stability of the adaptive model compared to the SM on a
large database of isolated words of different expressive speaking styles. It is interesting to note that both models appear
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SRER Performance (SUSAS)
Speaking Styles
Model Angry Loud Clear Fast
SM 16.6 (3.06) | 16.8 (3.01) | 16.8 (3.06) | 16.7 (3.03)
eaQHM | 32.3 (5.61) | 32.8(5.59) | 32.6 (5.62) | 32.9 (5.58)
Question Soft Neutral Slow
SM 16.8 (3.00) | 16.7 (3.05) | 16.8 (3.01) | 16.8 (3.05)
eaQHM | 32.8 (5.57) | 32.9(5.61) | 32.9(5.58) | 32.9 (5.60)

Table 7.2: Signal to Reconstruction Error Ratio values (dB) for both models on the SUSAS database. Mean and Standard
Deviation are given.

to be very stable around a mean of about 16.6 and 32.5 dB, for the SM and the eaQHM respectively. Although the
distribution of SRERSs is wider in eaQHM-analysis, the mean is high enough to show that in almost all cases the eaQHM
manages to compactly capture most of the information present in the speech signal, for all speaking styles. Conclusively,
it is evident that the adaptive model can handle word-isolated (i.e. SUSAS) and running expressive speech equally well.

7.2.2 Subjective Evaluation

For our subjective evaluation, a formal, on-line listening test was designed' using the small, high-quality database
of emotional running speech. The listeners were asked to evaluate the overall quality of the resynthesized speech based
on the two models. A total of 32 listeners participated in this test, and the results are depicted in Figure 7.1 along
with the 95% confidence intervals. Please note that only 5 of them are familiar with signal processing. According to the
preference test, almost all listeners noted eaQHM as being almost indistinguishable to the original one. It should be noted

MOS for expressive speech synthesis using all models
5 - - .

Impairment

Original eaQHM SM
Models

Figure 7.1: Impairment evaluation of the resynthesis quality, with the 95% confidence intervals.

that the SUSAS database was judged to perform poorly from a perceptual point of view due to the recording noise and
the low sampling frequency. Informal listening tests showed that the eaQHM-based resynthesized speech samples were
indistinguishable from the original ones, but this was the case for most samples obtained from the standard Sinusoidal
Model as well. After careful listening, only a minority of waveforms demonstrated perceptual differences between the
models but they were not enough in quantity to justify a listening test with this database. However, due to its pre-labelled
data and its parallel corpora for each speaking style, this database was characterized as suitable for the classification task.

Thttp://www2.csd.uoc.gr/kafentz/listest/pmwiki.php?n=Main. Exprtest
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7.3 VQ-based Emotion Classification

As already discussed, a discrimination between different emotional speaking styles is of great interest. Considering
a sinusoidal analysis, it has been reported that amplitude and frequency values of the sinusoidal components can be used
successfully to characterize the different expressive classes (emotions) in a speech signal [RD06]. Since the eaQHM
can compute these parameters more accurately, it is not surprising that their discrimination properties among different
speaking styles are similar or better than those reported in the literature for the standard SM. An example is presented in
Figure 7.2, where the parameters of two speech samples (of the same word: “No”) from the SUSAS database pronounced
with different emotional content (angry, neutral) are depicted.

Neutral speech utterance /No/

[}
©
2
=
g
< 1 1 1 1 1 1 1 1 1 1
0 0.05 0.1 015 0.2 0.25 0.3 035 04 0.45
Angry speech uttterance /No/
[ 1 T T T T T T T T T
©
2
3 0f -
E
< _1 1 1 1 1 1 1 1 1 1
0 0.05 0.1 0.15 0.2 0.25 0.3 035 04 0.45
= Fundamental Frequency Neutral
5200 T T T T T T T A
g ngry
%100- [\'\vak;ﬂ
>
o
&) 0 1 1 1 1 1 1 1 1 1
L 0 0.05 0.1 0.15 0.2 0.25 0.3 035 04 0.45
Ampli ff | f
o | | nl1p|tudelo undalmenta Irequencly Neutral
S Angry
2
'?;10.05- /,._\/h¥ .
,;/_/\
< |//\| 1 1 1 I \

0 0.05 0.1 015 02 025 03 035 04 045
Time (s)

Figure 7.2: An example of analysis of emotional speech: First panel, neutral speech. Second panel, angry speech. Third
panel, fo(t) tracks for each sample. Fourth panel, Ay(t) tracks for each sample.

Clearly, the amplitudes and frequencies of the fundamental are different in each case, and this is the case for other
sinusoidal components as well. Another example of a single word (“point”) in four different emotions is depicted in
Fig. 7.3, along with the corresponding spectrograms that partly reveal their differences. The signals are aligned according
to the stop consonant /p/. It can be seen that these differences appear in amplitude strength, frequency variations, energy
distributions, formant positioning, timings, duration of vowels and consonants, etc. Sinusoidal modeling can capture
some of these differences in the form of AM-FM components [RD06]. Due to its adaptive processing, we propose that
eaQHM can provide parameters that are highly accurate, which makes them more suitable for an emotion classification
task than the same parameters obtained from a standard SM.

7.3.1 Feature Extraction

To evaluate our suggestion, a classification task based on a 128-bit Vector Quantizer (VQ) was designed using a
subset corpus of the SUSAS, labelled as Angry, Neutral, Soft, and Question. A total number of 2520 waveforms (630 per
emotion) were used. A number of 756 waveforms were kept for testing (189 per emotion), while the rest were used for
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RSO AR D

Amplitude

Figure 7.3: An example of emotional speaking styles, in time and frequency: First panel, neutral. Second panel, angry.
Third panel, soft. Fourth panel, question. The word “Point” is depicted in this example.

training. All discrete-time waveforms were normalized to unit energy, as in
a[n]
L-1
2 n—o ©*[n]

where L is the signal length in samples. Both models used an analysis frame rate of 2.5 ms. The 10 strongest components
of the magnitude spectrum of the FFT and the 10 highest sinusoidal amplitudes provided by the LS, along with their
corresponding frequencies, were extracted from each analysis frame. The analysis window was set at 30 ms for the SM,
and at 3 local pitch periods for the eaQHM. No distinction between voiced and unvoiced parts of speech was made in
this work.

x[n] = 7.1

7.3.2 Classification - Single Feature

At first, two classification tasks were set, each one using different features (amplitudes and frequencies). Having M
spectral vectors x; containing the selected features (amplitudes or frequencies), the data matrix X is created as

X=[x1 X2 -+ XwM] (7.2)

The codebooks are then designed based on the minimization of the Average Distortion (AD) between the training vectors
and the codebook vectors in matrix Y, where

Y=[y1 y2 - ycl (7.3)

and C is the codebook size. The AD is defined as

i

C
_ 1 . 2
AD =7 ;ymégd (XK, ¥1) (7.4)
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where d(x,y) is the Euclidean Distance (ED) between vectors x and y. For each of the four emotions mentioned
earlier, a codebook was designed using the LBG algorithm [LBG80]. The emotion is recognized by the minimum
average distortion. The Confusion Matrix for the amplitude-based classification is given in Table 7.3, whereas for the
corresponding frequency-based one is given in Table 7.4. It can be seen that in both cases the angry speaking style stands

VQ Classification in % - Amplitudes
Predicted Class
Angry  Neutral Soft Question

Angry | 77(72)  14(14)  2(3) 7(11)

% | Neutral | 4(4) | 64(63) 18(18)  14(15)
S| Soft 3(5)  31(30) B56(50)  10(15)
Question | 6(4)  21(22) 13(20) ~ 60(55)

Table 7.3: Classification score (%) for four emotions of the SUSAS database, using amplitude features extracted from
eaQHM and SM (in parenthesis).

out of the rest of speaking styles. This is expected since this speaking style is very different than the others in terms of
amplitude and frequency distributions [RD06].

VQ Classification in %- Frequencies
Predicted Class
Angry  Neutral Soft Question

Angry  71(70) 6(6) 7(5) 21(18)

% | Neutral 6(6) | 55(38) 24(28)  15(27)
S| Soft 3(3)  13(25) [65(59)  14(13)
Question | 17(18) 18(24) 14(25) = 50(33)

Table 7.4: Classification score (%) for four emotions of the SUSAS database, using frequency features extracted from
eaQHM and SM (in parenthesis).

In general, the parameters obtained from the eaQHM lead to better classification scores in all cases. Furthermore,
the angry speaking style has the highest correct classification percentage for both models and both sets of features. The
question speaking style is the most difficult one to correctly classify when the frequencies are used as features, and we
can see that it is mostly confused with the neutral speaking style. On the other hand, the soft speaking style has the
lowest classification score when the amplitudes are used as features.

7.3.3 Classification - Combined Features

Since single-feature based classification leads to low classification scores, a combined classification scheme is sug-
gested. The ADs obtained from amplitude and frequency based VQs are normalized by the highest corresponding AD.
Then, the ADs of the corresponding emotions are added. Finally, the emotion with the minimum sum of ADs is selected
as the recognized emotion. This way, when the VQs have decided differently, the VQ which is more “confident” in its
decision (the minimum AD is far less than other ADs) can influence the final outcome. Figure 7.4 illustrates the proposed
scheme.

 S—
fk codebooks
N—— i
waveform — emotion
Ak Amplitude -
Normalization
codebooks
N——

Figure 7.4: The proposed classification scheme based on the combination of features. Ay, and fi, denote the instantaneous
amplitude and frequency components, and ADs denote the average distortion measures.

Table 7.5 presents the corresponding classification scores for eaQHM and SM using the proposed scheme. Using
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VQ combined classification in %
Predicted Class
Angry  Neutral Soft Question

Angry  83(77) 5(5) 1(5) 11(13)

2 | Neutal | 15(4) [58(48) 12(24)  15(24)
S| Soft 10(2)  18(29) ' 56(54)  16(15)
Question | 20(17)  6(24) 11(21) = 63(38)

Table 7.5: eaQHM and SM based Confusion Table in % based on amplitudes and frequencies for a 128-bit VQ classifi-
cation between 4 emotions of the normalized SUSAS database.

this scheme, on average, the eaQHM correctly classifies 65% of the utterances in the database, whereas the SM reaches
54%. Apparently, not all speaking styles were favoured by this combined scheme. Mostly the angry and the question
speaking style achieved significant increase of their classification rates in both models. While the angry speaking style
already had a relatively high percentage, the question speaking style has interestingly increased its correct classification
score. However, the soft and neutral speaking style did not significantly change their percentages. This suggests that a
weighted sum of the ADs before ranking may be more appropriate.

7.4 Discussion and Perspectives

In this work, we attempted to perform emotion classification from speech signals using instantaneous parameters
of sinusoidal models. Although the database in hand contains short, isolated words with similar perceptual content,
and this makes recognition and classification results rather difficult, results are encouraging. However there is room for
improvement.

First of all, the use of phase information could be exploited in combination with amplitudes and frequencies.
In [RDO06], the number of phase reversals is suggested as a feature. However, a more intuitive measure could be sug-
gested. In [SHET09], the notion of relative phase shift (RPS) is revisited and a phase structure is shown to be revealed
through RPS. It would be interesting to examine if there are different patterns in RPS structures that can help discriminate
emotional content in speech, combined with the standard amplitude and frequency features.

Secondly, sinusoidal amplitudes provide an implicit information about the spectral envelope, and they have been
shown to be important in emotion recognition [DH99, HW96, HWA94]. Nevertheless, when considering only a part
of the full-band, such as the 10 highest spectral peaks, a significant part of the spectrum is not taken into account.
The inclusion of that part may contribute to better recognition percentages. Moreover, higher frequency components
were suggested to be disregarded in sinusoidal model-based emotion classification as inappropriate for the task [RD06].
However, the aSMs are able to follow the dynamics of speech in the upper bands, and thus to reveal the spectral details
that are blurred due to the time-frequency trade-off of the FFT-based estimation.

Furthermore, vowels have received increasing attention when it comes to emotion recognition, however consonants
are shown to be important as well (see for example [BVN10]). Since our model is full-band and models both voiced and
unvoiced parts of speech using AM-FM components, it would be interesting to examine whether there is any useful in-
formation embedded in the sinusoidal representation of consonants that is able to distinguish emotions. Finally, different
classifiers can be used, such as HMMs, SVMs, or GMMSs, for a more efficient classification.

7.5 Conclusions

In this chapter, we presented an application of an adaptive sinusoidal model, named eaQHM, on the problem of emo-
tional speech analysis and classification and compared it to the standard Sinusoidal Model. It was shown that different
emotional speech styles can be effectively represented by the adaptivity mechanism of eaQHM, yielding very accurate
AM-FM decomposition. This was demonstrated through resynthesis of the original speech signal from its AM-FM com-
ponents and by evaluating the Signal-to-Reconstruction Error (SRER). A formal listening test was designed to evaluate
the perceptual quality of the resynthesized speech and showed that eaQHM-resynthesized emotional speech is indistin-
guishable from the original. The instantaneous amplitude and frequency were used as features for the classification.
Results showed that a Vector Quantization classification based on eaQHM achieves higher classification scores for a
subset of the SUSAS database, both on single-feature classification based on the sinusoidal parameters and on their com-
bination. Future work will focus on different classifiers, phase parameter exploitation, and transforming neutral speech
into emotional.
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Chapter 8

Conclusions and Future Work

8.1 Overview

In this work, we have presented the adaptive Sinusoidal Models (aSMs), with applications in speech modifications,
speech classification, and musical instrument sound analysis. The focus of the thesis has been on the extended adaptive
Quasi-Harmonic Model (eaQHM), which was introduced, thoroughly described, and evaluated for the aforementioned
applications. The eaQHM has been shown to provide transparent speech quality and high Signal-to-Reconstruction Error
Ratios (SRERs) by decomposing speech into AM-FM components.

First, the performance of the eaQHM was tested on analysis and resynthesis of speech. Hybrid and full-band systems
were presented based on the eaQHM and the recently proposed adaptive Harmonic Model (aHM). According to this
distinction, hybrid systems included the adaptive Harmonic + Noise Model - aHNM and the extended adaptive Quasi-
Harmonic + Noise Model - eaQHNM, whereas full-band systems included the adaptive Harmonic Model - aHM and
the extended adaptive Quasi-Harmonic Model - eaQHM, i.e. there was no noise component to model stochastic parts
of speech. Full-band systems do not require voicing decision, which is often a difficult task, thus alleviating the overall
complexity of the system. Results showed that the full-band eaQHM provides transparent speech quality and stands
among the competition.

Hybrid systems based on the aSMs showed to be efficient in speech modifications, such as time and pitch scaling.
The separate manipulation of components (deterministic, stochastic) provided convenience and flexibility, and modified
speech turned out to be of high quality, given that voicing decision is well estimated. On the other hand, full-band systems
were shown to provide equally high quality. Compared to the state-of-the art, the aSMs have performed better than well
known methods, such as the Harmonic+Noise Model (HNM) and the Waveform Similarity Overlap-Add (WSOLA), and
are comparable to the mostly used high quality method for speech modifications, named STRAIGHT. Moreover, the
advantages of the aSMs include flexibility, simplicity, and compactness of representation.

The application of the aSMs in modelling musical instrument sounds was presented in this thesis. It was proved
that eaQHM can outperform the standard Sinusoidal Model (SM) and the recently suggested Exponentially Damped
Sinusoidal Model (EDSM) in terms of analysis and representation of the oscillatory, transient, and sustain behaviour
of musical instrument sounds. Preliminary residual analysis has also shown that the “filtered white noise” approach
in residual modelling of sounds is not attained by stationary sinusoidal models, such as the SM. On the contrary, the
eaQHM was shown to leave a residual that when represented by filtered white noise, it is perceptually closer to the
original residual signal, thus showing there is no oscillatory information left in it.

Finally, the eaQHM has been applied on the task of emotional speech analysis and classification. Although sinusoidal
models have not been used much in the emotion classification literature, we first showed that the eaQHM outperforms
the standard SM in analyzing and resynthesizing emotional speech in terms of reconstruction and perceptual quality.
Then, the instantaneous parameters obtained from the analysis were used for the classification task, yielding higher
classification scores for the eaQHM than for the SM.

8.2 Future Research Directions

Regarding the adaptive models themselves, further improvements and applications can be considered for the future.
Improvements may include the complexity reduction of the models. Due to the adaptivity process, the computational
time for all models is increased. Methods and techniques can be applied to increase speed. Also, other approaches for
instantaneous phase estimation can be used and evaluated instead of frequency integration. Such an approach is cubic
polynomials. Furthermore, the current convergence criterion for the eaQHM is based on the rate of increment of the



Signal-to-Reconstruction-Error Ratio (SRER) computed on the whole waveform, over successive adaptations. This way,
some frames may not be optimally reconstructed in terms of their local SRER, that is, they need further adaptations
to locally converge to their optimal SRER. To solve this, a frame-based convergence criterion should be imposed in a
computationally efficient way. Finally, the Least-Squares-based parameter estimation scheme limits the application of
the models to monophonic speech, an extension to polyphonic speech can be attempted, using more robust estimation
schemes, such as Total Least Squares.

From an applications perspective, Text-to-Speech (TTS) synthesis using Unit-Selection from sinusoidal representa-
tions has been successfully suggested. A sinusoidal model which provides more accurate signal representation such as
eaQHM can lead to more naturally sounding speech units. Moreover, sinusoidal models in statistical TTS are less com-
mon in the literature. HMM-based speech synthesis has gained increased attention over the last years, especially when
low footprint and general speech domain are required. High resolution models such as eaQHM can provide parameters
that can be proved useful. Another application is Voice Conversion (VC). VC is similar to speech modification but the
modifications are with respect to a target speaker. Statistical methods such as GMMs have been successfully applied in
VC using parameters from sinusoidal models. Furthermore, speech coding can be applied in the aSMs, and especially in
the aHM, which provides almost transparent speech quality with less parameters than the eaQHM.

On speech modifications, there is room for improvement on pitch shifting. It is suggested that during pitch shifting,
there is some sort of interaction between the vocal tract and the glottal source. In all state-of-the-art systems, this is not
taken into account for. That is, the vocal tract remains unaffected during pitch shifting. Further research can be made on
how the vocal tract changes according to different pitch values, and correlate it with formant frequencies and bandwidths.
This will lead to perceptually better modification schemes. Additionally, some parts of speech need to be protected from
time or pitch scaling both in full-band and in hybrid systems, such as stop sounds for time-scaling and unvoiced speech
for pitch-scaling. A time-varying modification factor based on the characteristics of speech would improve naturalness
even more. Finally, spectral envelopes other than DAP (which is computationally intensive due to the iteration process)
can be tested and evaluated.

On musical instrument sounds analysis, the modification schemes discussed in this thesis can be applied to produce
artificially time-stretched or pitch-shifted counterparts of the musical instrument sounds. Another very important ap-
plication in the audio processing domain is audio coding. Since the eaQHM yields highly accurate estimates of the
instantaneous components of a signal, then coding these parameters will probably result in better quality with the same
bitrates compared to the state-of-the-art.

On emotional speech analysis, recognition, and classification, there is vast room for improvements. There is consid-
erable uncertainty as to the best feature set for classifying emotional data. At first, more comparisons should be made,
especially with classifications schemes that use MFCCs, which are the most common set of features when it comes to
speech recognition. The advantage of sinusoidal models is that the instantaneous parameters - which are used as features
for the recognition - are jointly “optimal” in the sense that they accurately represent the dynamics of speech over time
and frequency using a reconstruction criterion. Thus, a sinusoidal approach offers a set of features that come from a
single estimator, rather than many different ones, as is the case in the literature (MFCCs, energy, pitch, speaking rate,
and statistics on them). Moreover, there is still a debate on which classifiers to use for the classification: Support Vector
Machines (SVM), Vector Quantizers (VQ), Gaussian Mixture Models (GMMs), Hidden Markov Models (HMMs), and
Neural Networks (NN) are the most dominant candidates. However, the most interesting research direction is using the
aSMs for statistical emotional speech synthesis and transformations between different emotions.
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Appendix A

A Residual Analysis of Musical Instrument
Sounds from Sinusoidal Modeling

A.1 Introduction

Sinusoidal modeling stands out among the models used to represent [SS90, NMB07, LMR07, DGR93] and transform
musical instrument sounds [SB98, ABLS02, LSI98] due to the fidelity and flexibility of the representation. In essence,
sinusoidal analysis models each partial with a time-varying sinusoid, capturing temporal variations in amplitude, fre-
quency and phase (the parameters of the model). Sinusoidal modeling is considered to represent musical instrument
sounds well because most musical instruments are designed to present very clear modes of vibration. However, there is
noise present in virtually all musical instrument sounds, such as breathing noise in woodwinds or mechanical noise like
the hammer striking the piano strings.

There have been improvements in sinusoidal modelling to address issues such as partial tracking [NMB07, LMRO07,
DGR93], transient modelling [VMO0O0, LSI98], to augment the accuracy of parameter estimation as well as the temporal
resolution by adapting partials trajectories inside the analysis window [DS12, KPRS12]. Nevertheless, the lack of noise
is perceptually noticeable in the sinusoidal representation of musical instrument sounds [Go0o96, DQ97]. Serra [Ser97]
proposed to subtract the sinusoidal component (i.e., the result of sinusoidal analysis) from the original recording to
estimate a “residual component”. This residual is, by definition, whatever is left from sinusoidal modeling, and there-
fore, commonly assumed to be noise not captured by the sinusoidal model (usually because sinusoids are not a compact
representation of noise). Considerably less effort has been made in residual modeling. It has become standard prac-
tice [Ser97, Goo96, DQY7] to model the residual component by filtering white noise with a time-varying filter that
emulates the spectral characteristics of the residual signal. Naturally, there are different ways to model the spectral
distribution of energy of the residual component. The basic assumption is that the residual signal does not contain per-
ceptually relevant information in the phase spectrum, only in magnitude. Therefore, “psychoacoustic” filter banks are
usually found in residual modelling [L.SI98, Go0o96]. Goodwin [Go096] uses the short-time energy in equivalent rectan-
gular bands (ERBs) of the magnitude spectrum for both the analysis and synthesis stage, and justifies stating that the ear
is insensitive to energy distributions within each ERB. Levine [LSI98] uses Bark bands instead. Resynthesis commonly
uses a piece-wise constant spectrum with magnitudes from the ERB (or Bark bands) energy and random phase. Good-
win remarks that temporal phase correlations can control the texture of the modelled residual, which has been studied
further to synthesize environmental sounds (e.g., running water or crackling fire) [AE03]. Ding [DQ97] proposes to use
multi-pulse excitation linear prediction (MPLP) to keep phase coherence with the sinusoidal component.

There have been no formal investigations on the filtered white noise model for residual from sinusoidal modelling
of musical instrument sounds. In this work we present a systematic evaluation of how well filtered white noise models
the residual from sinusoidal modelling of musical instrument sounds for different sinusoidal modelling algorithms. Each
algorithm captures oscillatory behaviour differently and, consequently, leaves (perceptually) different residuals. We
performed a subjective listening test to evaluate the perceptual similarity between filtered white noise and the residual of
each sinusoidal algorithm. Then we use an objective measure of similarity to compare with the perceptual assessments.
The next section briefly reviews the sinusoidal modelling algorithms used in this investigation. Next, we describe the
framework used to decompose the musical instrument sounds into the blocks used in the evaluation, which is followed
by a discussion and the conclusions and future perspectives.



A.2 Sinusoidal Modelling

Conceptually, traditional sinusoidal modelling supposes that the musical instrument sounds being modelled can be
decomposed into quasi-harmonic oscillations and additive noise. In practice, the musical instrument sound y (¢) is
separated into a sinusoidal component y; (¢) plus a residual component y,. (¢), where y,. (¢) is obtained by subtraction of
the purely sinusoidal component y (¢) from the original sound y (¢). The sinusoidal component is further represented as

K
ys (t) = [Z akeﬂ”fk] w (t) (A.1)
k=0

where oy, and ¢y, (t) = 27 ft are respectively the amplitude and phase of the k" sinusoid inside the analysis window
w (t), and K is the number of sinusoids. The model assumes that the sinusoids describe stable partials of the sound
so their parameters do not vary significantly inside the analysis window. Traditionally [Ser97], the parameters of the
model oy, and ¢y, (¢) are estimated for each frame of the short-time Fourier transform, limiting the temporal resolution
of the model to that of the STFT. In the rest of the text, SM stands for a sinusoidal model that imposes no restrictions on
the frequencies of the partials [Ser97]. For most musical instrument sounds, a model where the sinusoids are harmon-
ically related is a good approximation, giving rise to the Harmonic Model (HM) [Sty96], which uses sinusoids whose
frequencies are multiple integers k of a fundamental frequency fo as ¢y, (t) = 2wtk fo.

There have been proposals to improve the temporal resolution of the sinusoidal model by adapting the estimation of
the parameters of the sinusoids inside the analysis window, resulting in adaptive sinusoidal models. In particular, the
adaptive Harmonic Model (aHM) [DS12] used in this work modulates the frequency of each sinusoid inside the analysis
window upon resynthesis. Recently, the extended adaptive Quasi-Harmonic Model (eaQHM) was developed [KPRS12].
The eaQHM algorithm adapts both the amplitudes and frequencies of the sinusoidal partials inside the analysis window,
therefore it can be considered a full AM/FM model, as shown below

K
ys(t) = [Z o (t) ej‘z”‘(t)] w(t), (A.2)
k=0

where a(t) denotes the time-varying amplitude and ¢y, (t) denotes the instantaneous phase function of the k*" compo-
nent inside the analysis window w (¢). Table A.1 summarizes the temporal representation of frequencies for the analysis
and synthesis stages for the sinusoidal algorithms used.

Analysis Synthesis
SM stationary | stationary (OLA)
HM stationary Splines
aHM adaptive Splines
eaQHM | adaptive Splines

Table A.1: Comparison of representations of frequency components for the analysis and synthesis stages of the sinusoidal
algorithms used.

A.3 Residual Modelling

The residual component y,. (¢) is modeled as

Jr (t) = /0 a(t—7)u(r)dr (A.3)

where ¢, (¢) is the modeled residual component, u (7) is white noise and a (¢, 7) is the response of a time-varying filter.
Serra [Ser97] wrote that “a stochastic, or noise, signal is fully described by its power spectral density which gives the
expected signal power versus frequency. When a signal is assumed stochastic, it is not necessary to preserve either
the instantaneous phase or the exact magnitude details of individual FFT frames,” justifying the assumption that the
residual component can be modeled as filtered white noise. There have been different proposals to estimate the filter
a (1) [Ser97, Goo96, DQI7]. In this work, we estimate the spectral envelope of each frame of the STFT of the residual
component y,. (¢) using linear prediction (LPC) [Mak75] and use it as the time-varying filter coefficients, as has been
previously proposed for speech [Sty96]. LPC is adequate for spectral envelope estimation of y,. (¢) because it tends to
follow the average energy of noisy spectra rather than the peaks. Using Eq. (A.3) the model suposes that if we inverse



filter y, (t), we should obtain white noise (a signal with flat magnitude and no temporal phase coherence or random
phase). In this work, we investigate if filtered white noise is perceptually close to the original residual signals with a
listening test and further investigate if the inverse filtered residual component presents the characteristics of white noise
with an objective measure based on the autocorrelation function.

A.4 Experimental Framework

Figure A.1 illustrates the steps of the experimental framework. Each musical instrument sound y (¢) is decomposed
into sinusoidal y, (¢) and residual y,. (t) using the SM, the HM, the aHM, and the eaQHM. Each component, y, (¢) and
yr (t), is modeled with linear prediction, resulting in a time-varying spectral envelope A () and A (z) and an inverse
filtered (whitened) signal g, (¢) and %, (¢), which are the prediction errors [Mak75]. In the listening test, we use white
noise filtered with A,. (z). The objective similarity measure compares ¢, () with g (¢) and u (¢).

Spectral
Envelope
Sinusoidal

As(2)

Whitened
Sinusoidal

ys(t)

Spectral
<C Alz) Envelope
Residual

Linear
Prediction

Figure A.1: Illustration of the signal decomposition.

roy ¢ Whitened
yi(t) Residual |

Strings Brass Woodwinds
Double Bass | Bass Trombone | Bass Clarinet
Cello Bass Trumpet Bassoon
Viola Cimbasso Clarinet Bb

Contrabass Tuba | English Horn
Tenor Trombone
Tuba
Wagner Tuba

Table A.2: Musical instrument sounds used in the listening test.

Table A.2 lists the 14 musical instruments used. The pitch of all sounds is C'3 ~ 131 Hz, the dynamics is forte, and
the duration is under 2s. All sinusoidal algorithms used a window size equivalent to 3 times the period of the fundamental
frequency fo ~ 131 Hz, 50% overlap, and size of the FFT 4 times the window size. The linear prediction order used was
50 for both y, (¢) and y, (t) to avoid smearing possible oscillatory energy left in y,. (¢) (missed by the sinusoidal model).

A.5 Evaluation

The evaluation consists of a listening test and an objective measure based on the autocorrelation function. However,
firstly we estimate the residual energy to compare how well each sinusoidal algorithm models the musical instrument
sounds. The less residual energy, the better the algorithm captured the oscillatory behavior. The signal to reconstruc-
tion error ratio (SRER) shown in Eq. (A.4) measures the ratio between the total energy and the energy in the residual
component y, (t). The higher the ratio, the less residual energy there is in y,. ().

_ Ty(t)
SRER = 20log,, (A.4)
O-y'r' (t)



where y (t) is the original signal, o(-) is the standard deviation operator, and y, (¢) is the residual component. Table
A.3 shows the average SRER in dB across musical instrument sounds for each method, revealing that the eaQHM has a
higher SRER than all other methods by roughly 15 dB.

SRER (dB)
SM HM aHM | eaQHM
33.86 | 34.84 | 36.53 50.62

Table A.3: Average Signal to Reconstruction Error Ratio (SRER) across musical instrument sounds.

A.5.1 Listening Test

The purpose of the listening test is to evaluate the perceptual similarity between the residual signal y,. (¢) and its
filtered-white-noise counterpart §,. (¢) for the 14 musical instrument sounds listed in Table A.2 modeled with the four
sinusoidal algorithms shown in Table A.1. For each participant, the listening test presented a subset of 16 pairs of sounds
corresponding to y,. (t) and ¢, (¢) from 4 musical instruments (times 4 algorithms) in random order to minimize cross
comparison among methods. All sounds were normalized at —16dB RMS. The listener is instructed to listen to each
pair as many time as they want and rate their perceptual similarity in a scale from 1 to 5 labeled with the terms 1) Very
different, 2) Different, 3) Fairly similar, 4) Very similar, 5) Identical. The test can be found on-line . Figure A.2 shows
the result for 51 participants aged between 22 and 67, depicting the mean opinion score (MOS) and 95% confidence
interval. In average, the eaQHM results in a residual signal that was considered between fairly similar and very similar
to its filtered white noise counterpart. The other 3 algorithms (SM, HM, and aHM) produced residuals whose filtered
white noise counterparts were considered practically different.

Mean Opinion Scores

5 Identical

N

Very similar

(V)

Fairly similar

Subjective similarity
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(\®)
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SM HM aHM eaQHM

Figure A.2: Result of the listening test. The figure shows the mean opinion score (MOS) and 95 % confidence interval
for the four sinusoidal models tested.

A.5.2 Objective Measure

The result of the listening test indicates that, in general, filtered white noise was not considered a perceptually similar
representation of y, (¢). However, the listening test gives no further evidence to help explain why. Ideally, we would
like to identify what remains in the residual signal that departs from the conceptual filtered-white-noise hypothesis. In
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the listening test, the perceptual effect of the LPC spectral envelope of y,. (¢) is present in g, (t). Thus we assume
that the differences lie elsewhere, in the spectral fine structure or in the phase spectrum. To evaluate the importance
of the fine structure between y,. () and ¢, (¢), we compare the whitened residual component §,. (¢) with the whitened
sinusoidal component §, (¢) and with the model (i.e., white noise u (¢)) with an objective similarity measure. We use the
autocorrelation functions, shown in (A.5), which should provide a unique representation of both the white noise (zero
except at zero lag) and the sinusoidal component (peaks at multiple integers of the fundamental frequency).

R(i)= > ym)y(n—i (A5)

The similarity measure is then the dot product between the autocorrelation functions, given by cos (© {7, u}) =
Ry, (i) - Ry (4) and cos (© {g,, s }) = Ry, (i) - Ry, (). The dot (or inner) product can be interpreted as the projection
of Ry, (i) onto Ry, (i) and R,, (¢). Thus © is the angle between the autocorrelation functions interpreted as vectors, and
it varies from 0 (identical) to 90° (orthogonal). Table A.4 shows the average of these values across all musical instruments
to allow comparison per method. Following Fig. (A.2), we expected the eaQHM to give a significantly smaller © {7, u}
and larger © {7, ¥s }.

SM HM aHM eaQHM
O {yr,u} | 46.11° | 51.63° | 49.83° | 50.95°
©{Ur,Us] | 61.46° | 67.25° | 68.85° | 67.48°

Table A.4: Average angle in degrees across musical instrument sounds for each algorithm.

A.6 Discussion

The extended adaptive Quasi-Harmonic Model (eaQHM) is tested to confront the notorious pre-echo effect in sinu-
soidal modelling and it is shown that highly accurate, pre-echo-free representations of percussive sounds are possible
using the adaptive approach. Results on a database of percussive sounds such as plucked strings and percussion instru-
ments show that, on average, the eaQHM improves by over 30 dB the Signal to Reconstruction Error Ratio (SRER)
obtained by the standard sinusoidal model. A listening test showed that the percussive sounds modelled by the eaQHM
are perceptually closer to the original recordings than the same sounds represented by a traditional sinusoidal model for
more than 80% of the listeners in all cases.

We also notice that each sinusoidal modelling algorithm resulted in a different perceptual similarity, revealing that dif-
ferent algorithms leave different undesired information in the residual signal y,.. Therefore we suspect that there might be
some oscillatory behaviour left in y,.. In other words, some sinusoidal modelling algorithms fail to capture all oscillatory
energy such as frequency modulations or transients. The models that use slowly varying sinusoids (stable oscillations)
plus additive noise might oversimplify the complexity of musical sounds. It has already been remarked [LSI98] that
sinusoids plus noise plus transients might be a more realistic representation for musical instrument sounds. However,
transients are characteristically present mostly during the attack, but there is no indication that the participants used the
attack as perceptual cue. The listening test shows that the AM/FM modelling of the eaQHM captures most oscillatory
energy, including transients.

On the other hand, Table A.4 reveals no significant difference across algorithms. The angles © do indicate that g, is
closer to u (white noise) than to g, (sinusoidal) for all algorithms. But the similarities measured by © do no explain the
results of the listening test. Our interpretation of this result is that the perceptual differences found in the listening test
cannot be explained by fine spectral structure, rather, by phase coherence or transients.

Interestingly, one of the participants of the listening test remarked that, for each pair, one of them always sounded
brighter. Indeed, 3, has more energy in high frequencies because pure white noise has a flat spectrum where energy
is not equal per octave (let alone per ERB or Bark band). A possible course of investigation would be to use different
types of noise (prior to applying the time-varying spectral envelope) to correctly balance the spectral energy, such as
pink noise. Future perspectives also include using the eaQHM in transient detection and transient modelling for musical
instrument recognition, segmentation, and sound transformations such as timbral variations, perceptually coherent time
stretching and pitch shifting.



A.7 Conclusions and Future Perspectives

We presented a systematic investigation of the filtered white noise model for the residual from sinusoidal modelling
of musical instrument sounds. Four different sinusoidal modelling algorithms were evaluated. We conducted a listening
test and we developed an objective measure of spectral similarity. The listening test assessed the perceptual similarity
between filtered white noise and the residual component for each sinusoidal algorithm. The results indicate that, in
general, filtered white noise was considered different from the residual component. However, we determined that the
eaQHM leaves a residual that is fairly similar to the filtered white noise counterpart. The objective measure compared the
residual with both the sinusoidal component and their modelled counterpart across algorithms using the autocorrelation
functions. The objective evaluation aimed to investigate the reason for the result of the listening test, trying to indicate
whether there was “sinusoidal” energy left in the poorly modelled residuals, for example. The objective similarity
measure did not indicate that the perceptual differences found can be explained by comparing spectral fine structure.
However, the autocorrelation function only includes information from the power spectral density. Thus we suspect
that the differences lie in the phase spectrum (possibly due to temporal phase coherence) or transients in the residual,
confirming the conclusion of previous studies [G0096, LSI98].

Future perspectives include using the eaQHM in transient detection and transient modelling for musical instrument
recognition, segmentation, and sound transformations such as timbral variations, perceptually coherent time stretching
and pitch shifting. Moreover, we should focus on determining the reason for the difference between the conceptual
model of filtered white noise and what current sinusoidal modelling algorithms fail to model. The EDS model might
be useful in such an analysis, and is planned to be included in the tests. Perspectives include using “colored” noise
to correct the high-frequency energy content perceived as brightness (or some other more sophisticated psychoacoustic
model). Further investigation on the temporal phase coherence should develop a measure for analysis and comparison
with the sinusoidal component. Attack transients might account for some of the perceptual difference we found for most
sinusoidal algorithms.
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Publications

During this work, the following publications took place (in chronological order):
1. Conferences

(a) Kafentzis G. P., Pantazis Y., Rosec O., Stylianou Y.,
An Extension of the Adaptive Quasi-Harmonic Model,
In IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP), 2012
(b) Kafentzis G. P., Rosec O., Stylianou Y.,
On the Modeling of Voiceless Stop Sounds of Speech using Adaptive Quasi-Harmonic Models,
In Conference of International Speech Communication Association (INTERSPEECH), 2012
(c) Kafentzis G. P., Degottex G., Rosec O., Stylianou Y.,
Time-scale Modifications based on an Adaptive Harmonic Model,
In IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP), 2013
(d) Caetano M., Kafentzis G. P., Mouchtaris A., Stylianou Y.,
Adaptive Sinusoidal Modeling of Percussive Musical Instrument Sounds,
In European Signal Processing Conference (EUSIPCO), 2013
(e) Caetano M., Kafentzis G. P., Degottex G., Mouchtaris A., Stylianou Y.,

Evaluating How Well Filtered White Noise Models the Residual from Sinusoidal Modeling of Musical Instru-
ment Sounds,

In Workshop on Applications of Signal Processing to Audio and Acoustics (WASPAA), 2013
(f) Kafentzis G. P., Degottex G., Rosec O., Stylianou Y.,

Pitch-scale Modifications based on an Adaptive Harmonic Model,

In International Conference on Acoustics, Speech, and Signal Processing (ICASSP), 2014
(g) Kafentzis, G. P., Rosec O., Stylianou Y.,

Robust Full-Band Adaptive Sinusoidal Analysis and Synthesis of Speech,

In International Conference on Acoustics, Speech, and Signal Processing (ICASSP), 2014
(h) Kafentzis, G. P., Yakoumaki T., Mouchtaris A., Stylianou Y.,

Analysis of Emotional Speech using an Adaptive Sinusoidal Model,

In European Signal Processing Conference (EUSIPCO), 2014
(i) Yakoumaki T., Kafentzis G. P., Stylianou Y.,

Emotion Classification using adaptive Sinusoidal Modeling,

In Conference of International Speech Communication Association (INTERSPEECH), 2014

2. Journals

(a) Caetano M., Kafentzis G. P., Mouchtaris A., Stylianou Y.,

Adaptive Sinusoidal Modeling of Musical Instrument Sounds,

In IEEE Transactions in Acoustics, Speech, and Language Processing (TASLP), 2014, under review.
(b) Kafentzis G. P., Rosec O., Stylianou Y.,

Adaptive Sinusoidal Analysis, Synthesis, and Modifications of Speech,

In IEEE Transactions in Acoustics, Speech, and Language Processing (TASLP), to be submitted.
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