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3.1 The need for multiple queues within a 
same buffer memory:

Multi-Queue Data Strucutres

• Buffers memories for time switching: what data structures?

• Single queue feeding multiple destinations/classes

⇒ Head-of-Line (HOL) Blocking ⇒ poor performance
• Multiple Queues in one buffer:

– Partitioned Space (underutilized) ⇒ circular queues

– Shared Space (efficient) ⇒ linked-list queues
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Shared Queue ⇒ Head-of-Line (HOL) Blocking

• Queue shared among multiple destinations/classes (A and B)
• Cline < Cbuf or  Ceff < Cbuf due to other traffic
⇒ HOL packet can block packets behind it to other dest./classes
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Multiple Queues Sharing a Buffer Memory Space

• Often need many queues where most have low 
occupancy (or empty) but few have high occupancy

• Departures create holes ⇒ empty space is fragmented 
⇒ neighboring packets physically non-contiguous      
⇒ linked-list data structure

Reference: Y. Tamir, G. Frazier: “High Performance Multi-Queue 
Buffers for VLSI Communication Switches”, ISCA 1988

• “malloc( )” works on fixed-size blocks
– block size is a tradeoff between fragmentation cost (for very 

large blocks) and memory address rate (for very small blocks):  
see exercise set 4

– … unless multiple packet fragments in a same block – ex. 6.1
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Notes on Enqueue/Dequeue Performance Table

• Table assumes we always need to perform both 
normal and exceptional accesses – see ex. 5.1

• Table assumes fall-through timing for off-chip SRAM: 
one-cycle latency per access, plus one extra cycle 
between dependent off-chip accesses – see ex. 5.2

• For peak throughput: overlap successive operations 
(latency of individual operations increases)

For a highly pipelined implementation, refer to: Kornaros, 
Kozyrakis, Vatsolaki, Katevenis: ``Pipelined Multi-Queue 
Management in a VLSI ATM Switch Chip with Credit-Based Flow 
Control'', 17th Conf. on Advanced Research in VLSI, 1997
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Queueing for Multicast Traffic

• Multicast traffic is expected to become very important in the future      
–but so has it been for many years in the past…

• Supporting multicast traffic usually increases complexity and cost 

• Queueing for Multicast Traffic:

– Each segment (block) allowed in only one queue ⇒ HOL blocking

– Each segment allowed in multiple queues ⇒ need many nxtPtr’s
– Enqueue throughput and nxtPtr space: static vs. dynamic sharing

• References:
– F. Chiussi, Y. Xia, V. Kumar: “Performance of Shared-Memory Switches under 

Multicast Bursty Traffic”, IEEE Jour. Sel. Areas in Communications (JSAC), vol. 15, 
no. 3, April 1997, pp. 473-487.

– D. Stiliadis: “Efficient Multicast Algorithms for High-Speed Routers”, Proc. IEEE 
Workshop on High Performance Switching and Routing (HPSR 2003), Torino, Italy, 
June 2003, pp. 117-122.
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