Ερωτησεις για τo μαθημα 1
1. List 3 advantages of digital transmission over analog transmission.

2. What two characteristics of a source can be discrete?

3. Name three extra functions which can be carried out in digital systems but not in analog systems.

4. What is the main purpose of the source encoder?

5. What is the main purpose of the channel encoder?

6. What is the main purpose of the digital modulator?

Απαντησεις
1.  1. better signal fidelity, 2. ability to remove signal redundancy, 3. Cheaper to   implement, 4. all signals can be represented in the same way (a bit is a bit)

2. 1. value, 2. time

3. 1. redundancy removal (source encoding), 2. encryption, 3. channel coding (controlled redundancy addition)

4. We want to transmit information as efficiently as possible so the source encoder removes redundancy from the signal to save on unnecessary (or predictable) bits.

5. The channel always introduces distortion in the form of noise and other interfering signals. The channel encoder adds in redundancy (appropriate extra bits) in a controlled manner to help in signal detection in light of this.

6. Interface to communications channel. Maps binary information sequence into actual signal waveforms (pulses).
Ερωτησεις για το μαθημα 2

1. What are the limits on the probability of any particular event Ei  on a sample space?

2. What is the rule defining disjoint events?

3. What is an expression for the conditional probability between two events E1 and E2?

4. What is an expression defining independent events?

5. What is an expression for Bayes Rule governing two events A and Ei?

6. What is an expression for the cumulative distribution function of the RV X, in terms of probability?

7. Give four rules for the CDF.

8. What is the relationship between the PDF and the CDF?

9. What is the PDF of a uniform RV with limits of a and b?

10. What is the PDF of a Gaussian RV?

11. Write down the expression for the CDF of a Gaussian RV, X.

12. What is the Q-function?

13. What are three rules for the Q-function?

14. Write an expression for the Q-function for a Gaussian RV with mean μ  and variance  σ2.
Απαντησεις
[image: image1.png]ot

=1

L0<PE)<1

P(E,,B)
P(E2)

P(E1|Es) =
P(Ey, Ep) = P(E1)P(Es)

_ P(E)P(A|E;)

P(E;|4) = PEPL

IA

10.

ENE; =0 and P(UZ, E;) = S5, P(E;)

L <z<b
2)=4 T=ap ¢=T=
Fclw) { 0, otherwise

1 _e=m?
)= — e 2
@) = o

1 - oo i
27

FX<I):P<X§I>:/£ N

. The Q-function gives the area under the tail of the Gaussian distribution.

Q(—r) =1 Q(x)
o) =1
Q(x) =0




