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Who Cares about Memory Hierarchy?
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Latency lags bandwidth
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takes bandwidth to double at that
annual rate of improvement. The
last two rows show the advance in
capacity and latency in that
bandwidth doubling time. 

To see if the results hold when
performance improves rapidly,
Table 3 illustrates a more recent
version of same information, this
time limited to the three latest
milestones. The time for band-
width to double in the last decade
has indeed shrunk, especially for
networks. However, the relative
improvements in latency over
that shorter time are still similar
to the latency improvements over
the longer time of Table 2.

Thus, using either the last two
decades, or just the more recent
period, performance advances of
these four disparate technologies
is captured by the following rule
of thumb:

In the time that bandwidth dou-
bles, latency improves by no more
than a factor of 1.2 to 1.4.

A more dramatic statement is
that bandwidth improves by at
least the square of the improvement
in latency. Note that even in these
performance-oriented versions of
memory and storage, capacity
improves more rapidly than
bandwidth.

Reasons for Bountiful
Bandwidth but Lagging
Latency
“There is an old network saying:
Bandwidth problems can be cured
with money. Latency problems are
harder because the speed of light is
fixed—you can’t bribe God.” 

—Anonymous

Table 1. Performance milestones in
bandwidth and latency for processors,
memory modules, local area networks,
and disks [3, 5].  



Memory abstraction in architecture
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Levels of Memory Hierarchy
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Definition of Cache
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Cache on DLX
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Memory Hierarchy: Apple iMac G5 (2005)
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PowerPC 970 (G5): All caches on-chip
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Locality
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Memory Hierarchy: Terminology
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Cache Hit
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Cache Miss
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Cache Measures
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Average Memory Access Time (AMAT)
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Assuming that cache hits do not stall the machine!



An example
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Clock cycle time

Clock cycle time

Clock cycle time

Clock cycle time

= IC × 1.75 × Clock cycle time

A



4 Questions for Memory Hierarchy
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Q1: Where to Place Blocks?
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Use Index in Address to find Cache Location
Simplest Cache: Direct Mapped
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1 KB Direct Mapped Cache, 32B blocks
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Direct Mapped Cache
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Two-way Set Associative Cache
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Two-way Set Associative Cache
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Cache Mapping Example
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Number of sets = #Blocks / Associativity
Set/Index = (Block Address) MOD (Number of sets in cache)



Q2: How is a block found in the cache
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Q3: Which block is replaced on a miss
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Two options on a write miss: 
•Fetch line from lower-level and perform write hit (“write allocate”)
•Perform write only to the lower-level cache (“no-write allocate”)

Q4: What happens on a write?
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Write Buffers for Write-Through Caches
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Q. Can Write Buffer work 
with Write-Back Cache?

A. Yes. Send a block in the write-
buffer on each write-back.



Write Buffer Optimization: Write Combine Buffer
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Recap: Average Memory Access Time (AMAT)
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Assuming that cache hits do not stall the machine!



Example
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Example
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Example
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(i.e. 75 cc or 60 cc)



Example
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Why? In this example common case (hits) are faster for Direct-mapped cache.



Overlapping memory latency in OOO processors
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