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Why we need multiprocessors? 



Has this been attempted before? 



Parallelism at the chip-level 



Example Multi-core: AMD 



Example Multi-core: Intel 



Multi-core Questions 



Parallelism in applications 



Flynn’s Taxonomy 



Memory-centric classification  
of multi-cores 



Shared Memory Architecture 

Major challenge to overcome in such architecture is the issue of 

Cache Coherency (i.e. every read must reflect the latest write). 



Shared Memory Architecture – UMA 
or SMT 

• Symmetric MultiProcessor (SMP) or Uniform Memory 
Architecture (UMA) 

• Equal paths (access time) from any CPU to any memory 

• Architectures that take care of cache coherency in 
hardware level, are knows as CC-UMA (cache coherent 
UMA).  



Shared Memory Architecture – NUMA 

• A processor can access each memory with different 
access time 

• Such systems are often made by physically linking 
SMP machines 

• NUMA is more scalable than UMA 



Example UMA and NUMA : Intel 



Distributed Memory 
Multiprocessors 

• Explicit communication for remote memory accesses 

• No concept of global address space or cache 
coherency 

• More scalable solution? 

• Use SMP instead of a single CPU instead of  



Amdahl’s Law 



Memory Latency 



Example 



The role of software in parallelism 



The role of software in parallelism 
 



We will focus only on SMT  
(this is last lessons) 



SMT 



Cache Coherence Problem 



Cache Coherence Problem 



Cache Coherence Problem 



Cache Coherence Problem 



Coherence versus Consistency 

Did we have a coherence of a consistency problem ? 



Schemes for enforcing coherence 



Classes of cache coherence protocols 
 



Snoopy cache coherence 



Snoopy cache coherence 



Example: write-through, write-
invalidate 

 



Example: write-through, write-
update 

 


