Shared Memory

SMP: shared memory multiprocessor

Hardware provides single physical
address space for all processors

Synchronize shared variables using locks

Memory access time
UMA (uniform) vs. NUMA (nonuniform)

Processor Processor . Processor

A A A

Y Y Y

Cache Cache Cache

A A A

Y Y Y

Interconnection Network

A A

Y Y

Memory 1/O
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Processor Processor Processor Processor

One or
more levels
of cache

One or One or One or
more levels more levels more levels
of cache of cache of cache

Private
caches

Shared cache

Main memory 1/0 system

Figure 5.1 Basic structure of a centralized shared-memory multiprocessor based on a multicore chip.

Multiple processor-cache subsystems share the same physical memory, typically with one level of shared cache on the
multicore, and one or more levels of private per-core cache. The key architectural property is the uniform access time to
all of the memory from all of the processors. In a multichip design, an interconnection network links the processors and
the memory, which may be one or more banks. In a single-chip multicore, the interconnection network is simply the

memory bus.

© 2019 Elsevier Inc. All rights reserved.



"LLC" =
Last
Level
Cache

Processor Processor Processor Processor
One or One or One or One or
more levels more levels more levels more levels
of private of private of private of private
cache cache cache cache

Bank 0 Bank 1 Bank 2 Bank 3
shared shared shared shared
cache cache cache cache

Interconnection network

1/O system

Shared Cache
organized as
Interleaved

'_—"Banks

Figure 5.8 A single-chip multicore with a distributed cache. In current designs, the distributed shared cache is
usually L3, and levels L1 and L2 are private. There are typically multiple memory channels (2—8 in today's designs).
This design is NUCA, since the access time to L3 portions varies with faster access time for the directly attached core.

Because it is NUCA, it is also NUMA.

© 2019 Elsevier Inc. All rights reserved.


Shared Cache organized as Interleaved Banks

"LLC" = Last Level Cache


Cache Coherence

= Coherence  2Yvoxn

» All reads by any processor must return the most
recently written value

= Writes to the same location by any two processors are
seen in the same order by all processors

SUVETIELA

= Consistency
= When a written value will be returned by a read

= If a processor writes location A followed by location B,
any processor that sees the new value of B must also
see the new value of A

SaInjoa)IyoIy Alows|\-paleys pazijenusd



Συνοχή

Συνέπεια


Cache Coherence Problem

Suppose two CPU cores share a physical
address space

Write-through caches

Time | Event CPU A’s CPU B’s Memory
step cache cache

0 0

1 CPU Areads X 0 0

2 CPU B reads X 0 0 0

3 CPU A writes 1 to X 1 0 1
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Coherence Defined

Informally: Reads return most recently
written value

Formally:

P writes X; P reads X (no intervening writes)
— read returns written value

P, writes X; P, reads X (sufficiently later)
— read returns written value

c.f. CPU B reading X after step 3 in example

P, writes X, P, writes X
—> all processors see writes in the same order
End up with the same final value for X
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Cache Coherence Protocols

—_—
Operations performed by caches in

multiprocessors to ensure coherence

Migration of data to local caches
Reduces bandwidth for shared memory

Replication of read-shared data

Reduces contention for access
All activities that potentially affect other caches are

Sn00p|ng prOtOCOIS broadcast onto the shared bus; all caches monitor

("snoop") that shared bus. OK for few (4, 8, 167)
Each cache monitors bus reads/wrltessharers, out too much

DlreCtO ry-based prOtOCOIS traffic beyond ~8.

Caches and memory record sharing status of
bIOCkS in 3 directoryAcentral Directory (may consist of interleaved banks)

records which caches have copies of which blocks
=> only "bother" those caches that are affected
Chapter 5 — Large and Fast: Exploiting Memory Hierarchy — 95



All activities that potentially affect other caches are broadcast onto the shared bus; all caches monitor ("snoop") that shared bus.

OK for few (4, 8, 16?) sharers, but too much traffic beyond ~8.

A central Directory (may consist of interleaved banks) records which caches have copies of which blocks => only "bother" those caches that are affected
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Invalidating Snooping Protocols

T ~. . .
Cache gets exclusive access to a block

when it is to be written
Broadcasts an invalidate message on the bus

Subsequent read in another cache misses
Owning cache supplies updated value

CPU activity Bus activity CPU A’s CPU B’s Memory
cache cache

0
CPU Areads X Cache miss for X 0 0
CPU B reads X Cache miss for X 0 0 0
CPU A writes 1 to X | Invalidate for X 1 0
CPU B read X Cache miss for X 1 P .

Write-Back\/
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Write-Back


l Snoopy Coherence Protocols

= Locating an item when a read miss occurs

= In write-back cache, the updated value must be sent
to the requesting processor

s Cache lines marked as shared or
exclusive/modified

= Only writes to shared lines need an invalidate
broadcast

SaInjoa)IyoIy Alows|\-paleys pazijenusd

= After this, the line is marked as exclusive
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the memory version is outdated;
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up to date version to other caches
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Write miss for this block

Invalidate for this block

Shared
(read only)

CPU read

Place read miss on bus

Read miss
for this
block

CPU write

Place read
miss on bus

Write-back block
Place write miss on bus

Write miss
for block

Exclusive

(read/write)
CPU write miss

CPU write hit
CPU read hit
Write-back data

Place write miss on bus

FIGURE e5.12.11 Cache coherence state diagram with the state transitions induced by
the local processor shown in black and by the bus activities shown in gray. As in Figure
€5.12.10, the activities on a transition are shown in bold.



