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ABSTRACT

In this work, we adopt an information theoretic approach
- the Information Bottleneck method - to extract the relevant
modulation frequencies across both dimensions of a spectro-
gram, for speech / non-speech discrimination (music, animal
vocalizations, environmental noises). A compact representa-
tion is built for each sound ensemble, consisting of the max-
imally informative features. We demonstrate the effective-
ness of a simple thresholding classifier which is based on the
similarity of a sound to each characteristic modulation spec-
trum. When we assess the performance of the classification
system at various SNR conditions using F-measure, results
are equally good to a recently proposed method based on the
same features but having significantly greater complexity.

1. INTRODUCTION

Robust automatic audio classification and segmentation in
real world conditions is a research area of great interest with
applications in many areas of speech technology like speech
and speaker recognition, and in multimedia processing for
automatic labeling and extraction of semantic information.
It has been argued [1] that the statistical analysis of natural
sounds - including animal vocalizations and speech - could
reveal the neural basis of acoustical perception. Insightsin
the auditory processing could be exploited in the speech and
audio engineering applications listed above.

It is worth to note that all natural sounds are characterized
by slow spectral and temporal modulations [1]. However,
auditory neurons seem to be able to discriminate relevant
from irrelevant sound ensembles, by tuning to the auditory
features that differ most across them [2]. Speech is charac-
terized by joint spectro-temporal energy modulations; oscil-
lations in power across spectral and temporal axes in spec-
trogram reflect formant peaks and their transitions, spectral
edges, and fast amplitude modulations at onsets-offsets. Of
particular relevance to speech intelligibility are the slow tem-
poral modulations (few Hz) which correspond to the phonetic
and syllabic rates of speech [3].

Spectrogram modulations at multiple resolutions can be
estimated using the auditory model of Shamma et al [4]. The
model has been successfully applied in the assessment of
speech intelligibility [5], the discrimination of speech from
non-speech [6], and other simulations of psychoacoustical
phenomena [7]. These auditory representations of sounds
are highly redundant, which might yield an advantage in the
presence of noise and uncertainty since this adds robustness.
However, thecurse of dimensionalitystates that the number
of training examples required to achieve a fixed upper bound
on a classifier generalization error, grows exponentially with

the feature dimensions. It is crucial, then, to reduce dimen-
sionality in such a way that the remaining set of features still
captures enough information about a class.

A generalization of the Singular Value Decomposi-
tion (SVD) to higher - order tensors,Higher Order SVD
(HOSVD) [8], has been applied to the auditory features in
[6]. HOSVD allows to remove redundancies from each sub-
space separately, permitting to choose the number of dimen-
sions to keep per subspace. Application of HOSVD to ten-
sors is quite similar to principal component analysis (PCA)
of vectors. These techniques yield the dimensions which best
represent the data, but might be suboptimal for data classifi-
cation [9]. An alternative method of dimensionality reduc-
tion is theInformation Bottleneck Method(IB) proposed by
Tishby et al [10]. The IB method enables to construct a com-
pact representation for each class, maintaining its most rele-
vant features. In [11], a general speech-oriented implementa-
tion of IB has been presented, using Mel frequency cepstral
coefficients (MFCC). According to the recognition task, a
small subset of MFCCs was selected which preserved high
mutual information about the target variable [11].

In this paper, we estimate the power distribution in the
modulation spectrum of speech signals, and compare it to the
modulation statistics of other sounds. The auditory model of
Shamma et al [4] is the basis for these estimations. Using IB
method, we show that an efficient dimensionality reduction
is achieved while modulation frequencies which distinguish
speech from other sounds are preserved (and estimated). A
simple thresholding classifier is proposed, which is based on
the similarity of sounds to the compact modulation spectra.
Its performance is compared to the system of [6] which uses
HOSVD [8] before classification with Support vector ma-
chines (SVMs). According to F-measure, our system is al-
most equivalent to the system of [6], in spite of its signifi-
cantly lower complexity. For evaluation purposes, we have
also implemented another system based on MFCCs, Zero
Crossing Rates (ZCRs) and SVMs classifiers. This served
as a reference system to show the robustness of auditory fea-
tures to various noise conditions.

The auditory model of Shamma et al [4] is presented in
brief in Section 2. In Section 3 we describe the informa-
tion theoretic principle, the sequential information bottleneck
procedure applied to auditory features and the thresholding
classifier. In Section 4 we compare the performance of the
proposed system, the system in [6] and the reference system
(MFCCs and ZCRs) on a benchmark set using F-measure at
various SNR conditions.



2. COMPUTATIONAL AUDITORY MODEL

Early stages of the model estimate an enhanced spectrum of
sounds, while at later stages spectrum analysis occurs: fast
and slow modulation patterns are detected by arrays of fil-
ters centered at different frequencies, with Spectro-Temporal
Response Functions (STRFs) resembling the receptive fields
of auditory midbrain neurons [5]. These have the form of
a spectro-temporal Gabor function, selective for specific fre-
quency sweeps, bandwidth, etc., performing actually a multi-
resolution wavelet analysis of the spectrogram [4]. The au-
ditory based features are collected from an audio signal in
a frame-per-frame scheme. For each time frame, the audi-
tory representation is calculated on a range of frequencies,
scales (of spectral resolution) and rates (temporal resolution).
In this study, the scales are set tos= [0.5,1,2,4,8] cyc/oct,
the rates (positive and negative) tor = [1,2,4,8,16,32] Hz.
The extracted information is averaged over time, therefore
resulting in a 3-dimensional array, or third-order tensor.The
dimensionality of this set covers 128 logarithmic frequency
bands× 5 scales× 12 rates. We have used the ”NSL Tools”
MATLAB package (courtesy of the Neural Systems Labo-
ratory, University of Maryland, College Park, downloadable
from http://www.isr.umd.edu/CAAR/pubs.html).

3. INFORMATION BOTTLENECK METHOD

In Rate Distortion theory a quantitative measure for the qual-
ity of a compact representation is provided by adistortion
function. In general, definition of this function depends on
the application: in speech processing, the relevant acous-
tic distortion measure is rather unknown, since it is a com-
plex function of perceptual and linguistic variables [11].IB
method provides an information theoretic formulation and
solution to the tradeoff between compactness and quality ofa
signal’s representation [10, 12, 11]. In the supervised learn-
ing framework, features are regarded as relevant if they pro-
vide information about a target. IB method assumes that this
additional variableY (the target) is available. In the case of
speech processing systems, the available taggingY of the au-
dio signal (as speech / non speech, speakers or phonemes)
guides the selection of features during training. The rele-
vance of information in the representation of an audio signal,
denoted byX, is defined as the amount of information it holds
about the other variableY. If we have an estimate of their
joint distribution p(x,y), a natural measure for the amount
of relevant information inX aboutY is given by Shannon’s
mutual information between these two variables:

I(X;Y) = ∑
x,y

p(x,y) log
p(x,y)

p(x)p(y)
(1)

where the discrete random variablesx ∈ X and y ∈ Y are
distributed according top(x), and p(y), respectively. Fur-
ther, let x̃ ∈ X̃ be another random variable which denotes
the compressed representation ofx; x is transformed to ˜x
by a (stochastic) mappingp(x̃|x). Our aim is to find anX̃
that compressesX through minimization ofI(X̃;X), i.e. the
mutual information between the compressed and the original
variable. At the same time, the compression of the resulting
representatioñX should be minimalunder the constraintthat
the relevant information iñX aboutY, I(X̃;Y) stays above a
certain level. This constrained optimization problem can be
expressed via Lagrange multipliers, with the minimizationof

theIB variational functional:

L {p(x̃|x)} = I(X̃;X)−β I(X̃;Y) (2)

whereβ , the positive Lagrange multiplier, controls the trade-
off between compression and relevance. The solution to this
constrained optimization problem has yielded various iter-
ative algorithms that converge to a reduced representation
X̃, given p(x,y) andβ [12]. We choose thesequential opti-
mization algorithm(sIB), as we want a fixed number of hard
clusters as output. We use the ”IBA-1.0: Matlab Code for
Information Bottleneck Clustering Algorithms” (N. Slonim,
http://www.cs.huji.ac.il/̃noamm, 2003).

The input consists of the joint distributionp(x,y), the
tradeoff parameterβ and the number of clustersM = |X̃|.
During initialization, the algorithm creates a random parti-
tion X̃, i.e. each elementx∈ X is randomly assigned to one
of theM clustersX̃. Afterwards, the algorithm enters an iter-
ation loop. At each iteration step, it cycles through allx∈ X
and tries to assign them to a different clusterX̃ in order to
increasethe IB functional:

Lmax= I(X̃;Y)−β−1I(X̃;X). (3)

This is equivalent to minimization of the functional defined
in equation 2, and it is used for consistency with [12]. The
algorithm terminates when the partition does not change dur-
ing one iteration. This is guaranteed becauseLmax is always
upper bounded by some finite value. To prevent the conver-
gence of the algorithm to a local maximum (i.e., a subopti-
mal solution), we perform several runs with different initial
random partitions [12].

3.1 Application to Cortical Features

The feature tensorZ represents a discrete set ofcontinuous
featureszi1,i2,i3 = Zi1,i2,i3 ∈ R

+F×R×S. Since each response
zi1,i2,i3 is collected over a time frame, it can be interpreted
as the average count of an inherent binary event (in the case
of a neuron, this would be a spike). We therefore consider
each response at a location indexed by(i1, i2, i3), as a binary
feature whose number of occurences in a time interval is rep-
resented byzi1,i2,i3.

Let the location of a response be denoted byxi ,

where i = 1, . . . ,F × R× S, such thatzi1,i2,i3 = zxi . The
3−dimensional modulation spectrum (frequency - rate -
scale) is divided then intoF × R× S bins centered at
( fi1, r i2,si3). Given a training list ofN feature tensorsZ(k)

and their corresponding targetsy(k), k = 1, . . . ,N, y = 1,2
(the nonspeech and speech tags, respectively), we can now
build a count matrixK(x,y) which indicates the frequency
of occupancy of theith discrete subdivision of the modula-
tion spectrum in the presence of a certain target valuey(k).
Normalizing this count matrix such that its elements sum to
1, provides an estimate of the joint distributionp(x,y), which
is all the IB framework requires. We assume thatN is large
enough such that the estimate ofp(x,y) is reliable, although
it has been reported that satisfactory results were achieved
even in cases of extreme undersampling [12].

For the purpose of discrimination, the target variableY
has only two possible values,y1 = 1 (nonspeech) andy2 = 2
(speech). We choose to cluster the featuresX into 3 groups,



one composed of features relevant toy1, the second of fea-
tures relevant toy2, whereas the third cluster includes fea-
tures less relevant to a specific class. Since this setting al-
ready implies a degree of compression, we decided to set
β−1 = 0 and concentrate on solutions that maximize the rel-
evant information term only. Let us denote a compressed rep-
resentation (a reduced feature set) byX̃ and the deterministic
mapping obtained by sIB algorithm asp(x̃|x). We discard the
clusterX̃j whose contribution :

CI(X̃;Y)(X̃j) = ∑
y

p(x̃ j ,y) log
p(x̃ j ,y)

p(x̃ j)p(y)
(4)

to I(X̃;Y) is minimal, because its features are mostly irrele-
vant in this case. Therefore, we don’t even have to estimate
the responses at these locations of the modulation spectrum
(in contrast to the HOSVD approach [6]). This implies an
important reduction in computational load, still keeping the
maximally informative features with respect to the task of
speech-nonspeech discrimination. To find out the identity of
the remaining two clusters, we compute:

p(x̃,y) = ∑
x

p(x,y)p(x̃|x) (5)

p(x̃) = ∑
y

p(x̃,y) (6)

p(y|x̃) =
p(x̃,y)
p(x̃)

(7)

The cluster that maximizes the likelihoodp(y1|x̃) contains
the most relevant features fory1; the other fory2. We denote,
hence, the first cluster as̃X1 and the latter as̃X2. The typical
pattern (3-dimensional distribution) of features relevant for
y1 is given byp(x|x̃ = x̃1), while for y2 is given byp(x|x̃ =
x̃2). According to Bayes rule, these are defined as:

p(x|x̃ = x̃ j) =
p(x̃ = x̃ j |x)p(x)

p(x̃ = x̃ j)
, j = 1,2 (8)

Figure 1 presents an example of the relevant modulation
spectrum of each sound ensemble, speech and non-speech.
On average, strongest speech-relevant modulations are be-
tween 1− 8 cyc/octave (scale),−1 and 2 Hz (rate), and in
the 300−600 Hz frequency range. Knowledge of such com-
pact modulation patterns allows us to classify new incoming
sounds based on the similarity of their cortical-like represen-
tation (the feature tensorZ ) to the typical patternp(x|x̃= x̃1)
or p(x|x̃ = x̃2). We assess the similarity (or correlation) of
Z to both patterns by their inner (tensor) product (a com-
pact one dimensional feature). We propose the ratio of these
similarity measures, denoted asrelevant response ratio:

R(Ẑ) =
< Ẑ, p(x|x̃ = x̃2) >

< Ẑ, p(x|x̃ = x̃1) >
≷ λ (9)

whereẐ is the normalized feature vector. Large values ofR
give strong indications toward targety2, small values toward
y1. For the purpose of classification a threshold(λ ) has to
be defined such that any sound whose corresponding relevant
response ratioR is aboveλ is classified as speech, otherwise
as nonspeech. We calculate the relevant response ratioR for
all training examples and noise conditions. Figure 2 shows

(a)

(b)

Figure 1:p(x|x̃ = x̃1) for non-speech (a) andp(x|x̃ = x̃2) for
speech (b). Cluster̃X1 holds 24.7% and̃X2 holds 37.5% of all
responses. The remaining 37.8% are discarded as irrelevant.

the histograms ofRcomputed on speech and non-speech ex-
amples. It is worth to note that the histograms form two dis-
tinct clusters for every SNR, with a small degree of overlap.
Obviously, decision thresholdλ is highly dependent on the
SNR condition under which the features are extracted. This
is especially true for low SNR conditions (0dB, -10dB).

3.2 Database and feature extraction

Speech examples were taken from the TIMIT Acoustic-
Phonetic Continuous Speech Corpus. Music examples were
selected from the authors’ music collection. Animal vocal-
izations consist of bird sounds [13]. The noise examples
(taken from Noisex) consist of background speech babble in
locations such as restaurants and railway stations, machinery
noise and noisy recordings inside cars and planes. Training
set consists of 500 speech and 560 non-speech samples. One
single frame of 500 ms is extracted from each example, start-
ing at a certain sample offset in order to skip initial periods
of silence.

From each of these frames, a feature tensorZ holding
the cortical responses is extracted to train the systems which
are based on the same auditory features: System 1 reduces
their dimensionality using the HOSVD, and classifies the fi-



0 0.5 1 1.5
0

25

50
40dB SNR

0 0.5 1 1.5
0

25

50
30dB SNR

0 0.5 1 1.5
0

25

50
20dB SNR

0 0.5 1 1.5
0

25

50
10dB SNR

0 0.5 1 1.5
0

25

50
0dB SNR

0 0.5 1 1.5
0

25

50
−10dB SNR

Figure 2: Histogram of relevant response ratios computed on
nonspeech (gray/green) and speech examples (black/red).

nal set of features with SVM [6]. System 2 (the proposed
one) defines relevant subsets of auditory features according
to IB method, and classifies them with the Relevant Response
Ratio and a fixed threshold. Likewise, one feature vector
z holding MFCC and ZCR features is extracted from each
of these frames to train the 3rd system. This system subse-
quently uses SVM classification. We train each system in a
specific SNR condition chosen such that the expected classi-
fication performance is high for a broad range of test condi-
tions: this is 10 dB for systems 1 and 2, and 40 dB for system
3.

Test set consists of 260 speech and 300 non-speech ex-
amples. Sentences and speakers in test examples are differ-
ent from the training examples. Since we want to evaluate
the robustness and applicability of the systems under realis-
tic conditions, we construct abenchmark testconsisting of a
variety of labeled sound signals. Each signal is 30 seconds
long, and consists of alternating speech - nonspeech test ex-
amples with random length (between 2 and 8 seconds). We
create 30 such signals, consisting of alternating speech and
music, noise, or animal vocalization events. Each of them is
corrupted either by additive white noise, or speech babble,at
SNRs of 40, 30, 20, 10, 0, and -10 dB, resulting in 360 test
signals.

4. EXPERIMENTAL RESULTS

We evaluate systems performance in terms of the F-measure
for each non-speech ensemble (music, noise, or animal vo-
calizations), noise type and level. The F-measure is a com-
mon tool to assess the performance of an information re-
trieval system based on two quantitative measures, precision
P and recallR. The results are presented in Figure 3. Both
systems 1 and 2 - which are based on the same auditory fea-
tures - exhibit equally good performance, with generalization
ability to various noise conditions for both types of noise.
The performance of the 3rd system, which is based on MFCC
and ZCR features, degrades remarkably when corrupted by
additive white noise, whereas it exhibits a better generaliza-
tion ability in the case of additive speech babble.
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Figure 3: F measure of systems applied to all signal types of
the benchmark test : (a) with additive white noise (b) with
speech babble.

5. CONCLUSIONS

Classical methods of dimensionality reduction seek the opti-
mal projections to represent the data in a low - dimensional
space. Dimensions are discarded based on the relative mag-
nitude of the corresponding singular values, even if these par-
ticular dimensions could give a clue for classification. In this
paper, an information theoretic approach enables the selec-
tion of a reduced set of auditory features which are maxi-
mally informative in respect to the target - speech or non-
speech in this case. A simple thresholding technique is pro-
posed, built upon these reduced representations. It yields
a performance close to state-of-the-art classifiers, such as
SVMs, with a significantly reduced computational load. An
obvious refinement of the system would be the inclusion of a
noise energy measure in order to adapt the decision threshold
to the observed SNR (according to Figure 2).

Since we wanted to evaluate the process of feature selec-
tion per se, we preferred not to use more complex classifiers
in this task. In future work, we could test an unsupervised
clustering method for the classification of test examples, us-
ing the same sequential optimization routine of the sIB algo-
rithm [12]. The method could also be tailored to the recog-
nition of other speech attributes, such as speech or speaker
recognition, based upon other features [11] in addition to the
spectro-temporal modulations.
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