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Abstract

Speech is the most effective way to communicate ideas generated in human minds. However, spoken communication

in real life is often affected by noise in the surroundings which can substantially reduce the intelligibility and perceived

quality of the signal. Techniques to enhance the communication have been proposed in the past and successfully tested

in modern engines like Amazon Alexa, allowing it to operate in adverse conditions. The ambient noise can disrupt both

signal acquisition by a device as well as speech perception by the listener. Speech enhancement (SE) techniques are

developed to restore speech from its disrupted observations, and listening enhancement (LE) techniques are designed

to improve the perceived intelligibility by altering the speech before its presentation in noise as the naturally produced

speech is not always very intelligible. Often SE and LE systems are operated as two independent modules in modern

devices , which limit their performance. The effort in this thesis is to combine the SE and LE enhancement techniques to

have an end-to-end system for communication applications. We approach the problem from neural networking perspec-

tive. As such, multiple novel architectures for SE and LE were invented, and the concepts from those models have been

used to build the final end-to-end system.

Regarding speech enhancement (SE), three new architectures have been invented; two of which are in the feature

domain and one in the waveform domain. The feature domain architectures formulate the enhancement task in the short-

time Fourier transform (STFT) representation of speech, therefore, are parametrically less complex. Features from the

two-dimensional (2D) representation of speech are extracted with the use of gruCNN neural cell, which is found effective

in isolating noises with high variance. The gruCNN-SE model has outperformed state-of-the-art speech enhancement

systems with standard convolution (CNN) and long short-term memory (LSTM) cells. Subsequently, a bidirectional

extension of gruCNN module (BigruCNN) is proposed with the inclusion of backward dependencies among the 2D

frames. Besides, a novel waveform domain network with a characteristic dilation pattern (SE-FFTNet) is presented. The

SE-FFTNet is found efficient in learning the statistical dissimilarity of speech and noise in a noisy observation.

Regarding listening enhancement (LE), a novel WaveNet-like architecture to improve the listener’s intelligibility in

noise (wSSDRC) is proposed. The wSSDRC system performs both spectral shaping (SS) and dynamic range compression

(DRC) of the input for intelligibility enhancement. The model is found to produce a median absolute intelligibility boost

of 39% for normal hearing and 38% for hearing-impaired listeners in stationary noise over the unprocessed speech.

Subsequently, a novel end-to-end system which combines the objectives of SE and LE is proposed to enhance the

intelligibility of noisy observations. The end-to-end system was found to increase the listeners’ keyword correct rate in

stationary noise from 2.5% to 60% at 0 dB input SNR, and from about 10% to 75% at 5 dB input SNR, compared with

the unprocessed speech, while substantially outperforming the modular setup with SE followed by LE.
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Per–lhyh

H omil–a e–nai o pio apotelesmatikÏc trÏpoc epikoinwn–ac ide∏n pou dhmiourgo‘ntai sto anjr∏pino mualÏ.

WstÏso, h proforik† epikoinwn–a sthn pragmatik† zw† suqnà ephreàzetai apÏ ton jÏrubo sto peribàllon, o

opo–oc mpore– na mei∏sei shmantikà thn katalhptÏthta kai thn antilhpt† poiÏthta tou s†matoc. TeqnikËc gia th

belt–wsh thc epikoinwn–ac Ëqoun protaje– sto pareljÏn kai Ëqoun dokimaste– me epituq–a se s‘gqronec suskeuËc

Ïpwc to Amazon Alexa, epitrËpontàc thc na leitourge– se ant–xoec sunj†kec. O jÏruboc peribàllontoc mpore– na

diataràxei tÏso th l†yh s†matoc apÏ mia suskeu† Ïso kai thn ant–lhyh thc omil–ac apÏ ton akroat†. Oi teqnikËc

belt–wshc omil–ac (SE) anapt‘ssontai gia thn apokatàstash thc omil–ac apÏ tic jorub∏deic parathr†seic thc

kai oi teqnikËc belt–wshc thc akrÏashc (LE) Ëqoun sqediaste– gia na belti∏noun thn katalhptÏthta allàzontac

thn omil–a prin apÏ thn Ëkjes† thc se jÏrubo, kaj∏c h fusikà paragÏmenh omil–a den e–nai pànta pol‘ katanoht†.

Wc ek to‘tou, tÏso to SE Ïso kai to LE e–nai apara–thta stic s‘gqronec suskeuËc gia na leitourg†soun se

diàforec akoustikËc sunj†kec. Suqnà ta sust†mata SE kai LE leitourgo‘n wc d‘o anexàrthtec monàdec se

s‘gqronec suskeuËc, oi opo–ec perior–zoun thn apÏdos† touc. H prospàjeia se aut† th diplwmatik† ergas–a e–nai

na sunduasto‘n oi teqnikËc belt–wshc SE kai LE ∏ste na Ëqoume Ëna s‘sthma apÏ àkrh-se-àkrh gia efarmogËc

epikoinwn–ac. Prosegg–zoume to prÏblhma apÏ th skopià twn neurwnik∏n dikt‘wn. Wc ek to‘tou, epino†jhkan

pollaplËc nËec arqitektonikËc gia SE kai LE, kai oi idËec apÏ autà ta montËla Ëqoun qrhsimopoihje– gia thn

kataskeu† tou teliko‘ sust†matoc apÏ àkrh-se-àkrh. Ta paradosiakà sust†mata pou bas–zontai se statistikà

e–qan periorismo‘c gia thn pl†rh montelopo–hsh thc dunamik†c thc omil–ac kai tou jor‘bou. Ta neurwnikà d–ktua

Ëqoun prok‘yei wc enallaktik† prosËggish gia th montelopo–hsh dedomËnwn. Wc ek to‘tou, aut† h diatrib†

epanexetàzei ta probl†mata SE kai LE apÏ thn optik† twn neurwnik∏n dikt‘wn.

'Oson aforà th belt–wsh omil–ac (SE), Ëqoun efeureje– treic nËec arqitektonikËc, d‘o apÏ tic opo–ec br–skon-

tai sto q∏ro twn qarakthristik∏n kai Ëna sto ped–o thc kumatomorf†c. Oi arqitektonikËc sto ped–o twn

qarakthristik∏n pragmatopoio‘n thn ergas–a belt–wshc thc omil–ac sthn anaparàstash braquqrÏniou metasqh-

matismo‘ Fourier (STFT), epomËnwc, e–nai parametrikà ligÏtero per–plokec. Qarakthristikà apÏ th disdiàstath

(2D) anaparàstash thc omil–ac exàgontai me th qr†sh neuriko‘ kuttàrou gruCNN, to opo–o brËjhke apoteles-

matikÏ sthn apomÏnwsh jor‘bwn me uyhl† diak‘mansh. To montËlo gruCNN-SE Ëqei xeperàsei ta upers‘gqrona

sust†mata belt–wshc omil–ac me tupikà suneliktikà neurwnikà d–ktua (CNN) kai d–ktua makràc braquprÏjesmhc

mn†mhc (LSTM). Sth sunËqeia, prote–netai mia amf–dromh epËktash thc enÏthtac gruCNN ( BigruCNN) me th

sumper–lhyh exart†sewn proc ta p–sw metax‘ twn 2D plais–wn. EpiplËon, parousiàzetai Ëna nËo d–ktuo ped–ou

kumatomorf†c me qarakthristikÏ mot–bo diastol†c (SE-FFTNet). To SE-FFTNet brËjhke apotelesmatikÏ sthn
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ekmàjhsh thc statistik†c anomoiÏthtac thc omil–ac kai tou jor‘bou se mia jorub∏dh parat†rhsh.

'Oson aforà th belt–wsh thc akrÏashc (LE), prote–netai mia nËa arqitektonik† parÏmoia me to WaveNet

gia th belt–wsh thc katalhptÏthtac tou akroat† sto jÏrubo (wSSDRC). To s‘sthma wSSDRC ektele– tÏso

fasmatik† diamÏrfwsh (SS) Ïso kai sump–esh dunamiko‘ e‘rouc (DRC) thc eisÏdou gia belt–wsh thc eukr–neiac.

BrËjhke Ïti to montËlo Ëqei wc apotËlesma mia mËsh apÏluth a‘xhsh katalhptÏthtac 39% gia kanonik† ako†

kai 38% gia akroatËc me probl†mata ako†c se stàsimo jÏrubo katà th diàrkeia thc mh epexergasmËnhc omil–ac.

Sth sunËqeia, prote–netai Ëna nËo s‘sthma apÏ àkrh-se-àkrh to opo–o sunduàzei touc stÏqouc tou SE kai tou

LE gia na enisq‘sei thn katalhptÏthta twn jorubwd∏n parathr†sewn. To s‘sthma apÏ àkrh-se-àkrh brËjhke

na auxànei to posostÏ swst∏n lËxewn-kleidi∏n twn akroat∏n se stàsimo jÏrubo apÏ 2,5% se 60% sthn e–sodo

SNR 0 dB kai apÏ per–pou 10% se 75% se SNR eisÏdou 5 dB, se s‘gkrish me thn mh epexergasmËnh omil–a, en∏

xeperno‘se shmantikà to s‘sthma me diadoqik† efarmog† thc SE akoloujo‘menh apÏ LE.



Abbreviations and symbols

STFT Short-time Fourier transform
ISTFT Inverse STFT
SNR Signal to noise ratio
SE Speech enhancement
LE Listening enhancement
FFT Fast Fourier transform
SS Spectral shaping
DRC Dynamic range compression
2D Two-dimensional
Bi Bi-directional
CNN Convolutional neural networks
LSTM Long short-term memory
GRU Gated recurrent unit
TTS Text-to-speech synthesis

Table 1 – Abbreviations.

⌃ Summation
⇧ Multiplication
p( . ) Probability of
f( . ) Function of
| . | Magnitude of
w Frequency dimension
t Time dimention

Table 2 – Symbols.
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Chapter 1

General Introduction

Speech is the simplest medium to exchange thoughts between individuals. The production of speech involves both
cognitive and articulatory processes. The cognitive process includes the selection of words and structuring of them to
form meaningful sentences, while the articulatory functioning decides how individual segments of sound are produced
with the controlled movements of speech organs. As such, the spoken ability evolves with changes in cognitive and
articulative functionings. In addition to those, the acoustics of speech can vary based on factors such as the quality
of speaker surroundings or the language proficiency of the speaker. For instance, non-native speakers are observed to
produce speech at a slower rate compared to natives [BBM15]. Similarly, variations are observed when speaking in quiet
and noisy ambiances [Jun96]. Such changes in speaking style can influence the perception of speech by listeners. In this
modern industrialized world, speech signals are being produced and listened to in various sub-optimal acoustic conditions
( e.g., mobile communication ). Therefore, there is a high demand for noise-robust speech processing strategies, both for
recovering speech from its noisy observations and delivering the message effectively to listeners in noise or at distance.

The restoration of speech from its noisy observations is widely known as speech enhancement (SE). SE helps to
restore the quality and to some extend the intelligibility of the signal. Therefore, SE is seen as an essential front-
end for any speech processing devices operating in practice. On the other hand, speech is perceived as non-linear
bands of frequencies at the cochlear level [Pat95]. Thus, the perception can be damaged by the presence of background
noise if the noise source frequency falls in the active speech band. The low sensitivity of cochlear filters to certain
frequency components has been reported as the prime factor of sensorineural hearing impairment, which makes listening
in noise more difficult for hearing-impaired population [GM86, Tyl86, GM88]. To improve the audibility in noise,
modification of the spectro-temporal structure of speech has been proposed in the past and was found to enhance the
listening experience in noise for both normal and hearing-impaired groups [BMG93, SMG90]. Since hearing-impaired
listeners suffer from the low sensitivity to spectral contrast – the difference between peaks and valleys of the spectrum,
the contrast enhancement with artificial modifications was observed to significantly improve the intelligibility in noise for
hearing-impaired [SMG90, SM92]. Even normal-hearing population are being subjected to hearing difficulty (by noise
or distance) in our day-to-day life . e.g., attending to public announcements at train stations or airports. Modification
of naturally produced speech to boost its intelligibility in various sub-optimal listening conditions is called listening
enhancement (LE).

Although many statistical approaches have been presented in the literature to address the noise influence on the pro-
duction and perception of speech, most of them were based on the linear modeling of speech and stationarity of noise
processes. However, speech as a complex dynamic process is produced and perceived with high-level nonlinear interac-
tions, therefore, can not be approximated by first and second-order statistics. Besides, a great progress has been made
in regards to the artificial neural networks (ANNs) domain in the recent years wherein better modeling of complex data
structures is made possible Therefore, this thesis investigates the prospect of neural networking to model the nonlinear
nature of speech and noise for novel speech enhancement and listening enhancement models. Subsequently, the effort
has been made to combine the SE and LE systems as an end-to-end model, which can provide a generalised modelling
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of the real-world scenario as well as reduce the latency in the processing.

1.1 Nonlinear Speech Processing

Speech production in the design of early speech processing models was approximated with the source-filter model
in which the output of sound sources is filtered by the resonant properties of the vocal tract [Fan81]. The most common
source signal is the quasi-periodic vibration of vocal folds and the filter is characterized as a linear filter with time-variant
properties. This approximates the physics of speech production with linear acoustics and one-dimensional propagation
of sound waves in the vocal tract. Due to their simplicity, source-filter models have laid the foundation for many speech
processing applications like speech coding, synthesis, and enhancement over the years.

However, this modeling of speech as the output of a linear system is only a first-order approximation of speech
production dynamics, therefore neglects higher-order structures that are observed to be present in speech. For instance,
in the modeling, the airflow through the vocal tract is assumed laminar with the excitation source and filter are operating
independently. This negligence is manifested as distortions at the output of speech enhancement Kalman filters [PB87],
or less natural speech synthesis in synthesizers [MTKI96]. Many studies in the past have reported the possible evidence
for the presence of high order statistics in speech. In [TNH94], a comparison of linear and non-linear predictive models
was conducted. A linear predictive coding analysis of order 10 was applied several times to the speech segment. It was
observed that the prediction gain after the fifth iteration was 0 dB, indicating the remaining redundancies could not be
linear. While subsequent application of the Volterra filter (a nonlinear filter ) on the residue from the linear predictor was
found to further reduce the prediction error, providing strong evidence of speech nonlinearity. The presence of higher-
order statistics in the production dynamics was also observed on the bi-spectrum analysis of speech which measures
variance beyond second-order [NM93]. Besides, speech is perceived as bands with a non-linear form at the human
cochlea. Thus, nonlinear frameworks have indeed the potential of modeling or analysis of; 1.) nonlinearities in the
speech generation process 2.) nonlinearities in the signal acquisition process 3.) nonlinearities in the transmission stage
4.) nonlinearities in the perception mechanism. Besides, some problems are difficult to solve with linear techniques and
are more tractable with nonlinear ones [FZME+02].

On the other hand, there are certain limitations when dealing with non-linear techniques. First, there is no unified
theory among different non-linear methods. Second, they are computationally more complex and much more difficult to
analyze with the traditional tools. Besides, in situations where the closed-form solution does not exist, iterative solution
should be followed, therefore the local minimum problems exist.

The non-linear methods for speech processing is a rapid growing area of research mainly since the mid 1980s. A
variety of techniques aimed at engineering applications have been proposed since then, a broad classification of which
is possible as parametric – e.g., non-linear predictive vector quantization [WNF94] or codebook prediction [KG97],
and non-parametric – e.g., quadratic filter [Sic92] or extended Kalman filter [Bir95]. Among the parametric models,
artificial neural networks (ANNs) have gained popularity in recent years for their ability to better account for the high-
level nonlinearities in the acoustic or electro-acoustic phases of speech processing. For instance, the integration of
ANN modules to model speech and noise processes in the mixture in the Kalman filter-based speech enhancement was
reported to reduce distortions on the enhanced signal in various adverse conditions [WNK+99, RNP20]. Therefore,
this thesis investigates the prospect of using ANNs for enhancing the perceived quality and intelligibility of speech
recorded in various acoustic conditions. Since having basic knowledge about neural networks is required to follow the
different neural architectures that are presented in the upcoming chapters of this thesis, a brief overview of artificial
neural networks is presented next.
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1.1.1 Artificial neural networks (ANN)

Humans with experience can visually recognize objects and perceptually segregate sound sources effectively in var-
ious real-life situations. The brain’s ability to selectively switch attention from one to another makes communication
possible in noisy environments, a phenomenon often referred to as cocktail party problem [HC05]. Indeed, this has to do
with the evolution of the human brain over the centuries, but the experience individuals gain in the early stages of life is
also a contributing factor. With the mass accumulation of human-centric data and rapid growth in computing powers in
the last few decades, the machine can be directed to learn the experience factor from data to better predict events in the
future – popularly known as artificial intelligence (AI) [RN02]. The AI has proven its success in a variety of applications
affecting numerous aspects of human life; human-computer interaction [Xu19], biometric applications [SAK+17], se-
curity and surveillance [GSD+18], natural disasters monitoring [ORC18] and many more. A class of machine learning
techniques called the artificial neural networks (ANNs) [Yeg09] plays the central role in modern AI realizations.

The design of ANNs was inspired by the hierarchical information processing in the primitive visual system of the
human brain wherein the information is being processed at different levels of abstraction. ANN is built with hierarchically
arranging layers of non-linear modules in a pre-defined order. The resulting deep hierarchical structure is called the deep
neural networks (DNNs). DNNs have a dominant role in speech processing as, if trained effectively, the model can
capture the nonlinearities involved in the production, acquisition, transmission, and perception of speech. With the
availability of large acoustically and linguistically variant data sets for public use, we believe that a stable training of
DNNs is possible. Although several variants of DNNs are present in the literature to date, an architectural classification
of those is possible based on the basic blocks used to build the network, namely fully connected neural networks (FCNNs)
[Mur91], convolutional neural networks (CNNs) [KSH17, SZ14] and recurrent neural networks (RNNs) [HS97, GSC99].
Each of which differs on the way information is being propagated from the lower level to high hierarchical levels, which
is discussed in detail next.

The modeling of the biological neuron is fundamental to designing neural networks. An approximated mathematical
representation of a biological neuron is depicted in Figure 1.1. The input vector x = [x1, x2, ..., x4], that can be a series of
speech samples, are being linearly weighted by the parameters w = [w1, w2, ..., w4] and merged with the bias coefficient
b. This linear representation is transformed by a non-linear transformation function � to have the final non-linear output
y. Mathematically, these transformations can be formulated as

y (x) = � (z) = �
�
w>x+ b

�
= �

0

@
nX

j=1

wjxj + b

1

A (1.1)
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Figure 1.1 – Mathematical representation of biological neuron.

The non-linear function �, often called activation function in the context of neural networks, can be any user-defined
function in practice. One of the main objectives of using such an activation function is to limit the output overshooting
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which allows stable training of the model. However, few common choices have been observed to perform best in most
applications, e.g. ReLU [Aga18] and Sigmoid activations [NIGM18], both of which compress the input dynamic range
with different mapping functions. ReLU transforms its input z with the function f(z) = max(0, z), while Sigmoid
follows the transformation f(z) = 1

1+e�z . Since we don’t use any parametric functions in the activation module, the
final output y is purely a function of input random variable x and model parameter w.

Once the mathematical modeling of the neuron is complete, building deep architectures is rather straightforward.
By tiling multiple neurons in a 2D plane and connecting their receptive fields together, a deep network would have the
structure in Figure 1.2. As a single neural cell is too basic to model complex non-linearities at the input, it is only through
deep networks we can fully capture relevant patterns in the data. As the layers between input and output in Figure 1.2
are invisible to an observer outside, it is often called hidden layers of the network. The dimension of the hidden layer
is determined by how many number of neural cells are used at each stage. Whereas, the input and output dimensions
depend on the task for which the network is designed. For instance, in the case of automatic speaker verification network
[PPG+16], the input could be either continuous speech samples or hand-crafter features while the output will be a fixed
vector with individual elements representing the probability of the input belonging to a certain speaker.
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Figure 1.2 – Neural networking.

Since each node in the architecture is connected to every other node in the preceding and succeeding layer, this cat-
egory of networks is called fully connected neural networks (FCNNs), or multilayer perceptrons (MLP). The individual
layers are called fully connected layers. Although the choice of activation functions can be different at each layer and
in each node, it has been a general practice to use the same activation across layers except in the final layer where the
Softmax layer [GBC16] is often used to convert the hidden features to probabilistic distribution.

1.1.2 Training procedure

The most important non-structural aspect of a neural network is the optimization of its parameters for a specific task.
This is often referred to as the training of the network. The training can be performed either in supervision (supervised
learning) or non-supervision (unsupervised learning) [BMY19] fashion. Supervised learning requires the availability of
labeled data wherein the input-output paired are marked for each training set sample. On the other hand, unsupervised
learning does not require such prior labeling of data. A good example of unsupervised learning is the K-means clustering
[VO+13] where the data points are grouped such that each point belongs to the cluster with the nearest mean. Since
supervised learning is more robust than unsupervised learning and due to the availability of large-scale labeled data,
supervised training strategies are followed across this thesis. As such, the supervised optimization of network parameters
is discussed next.
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Imagine that we are given a set of input-output sample pairs

��
x1, q1

 
. . . , {xn, qn}

 
, (1.2)

which is a good representative of the true data distribution we are planning the model to be deployed on. For each input
xp, we compare the prediction of the network y(xp) with the true label qp to estimate the divergence of model from
the true distribution. This deviation can be quantified in different ways on different metrics. One of the most common
approaches, as well as the one that has been extensively used in our experiments, is the mean squared error (MSE)
criterion. MSE is defined as

E =
1

2

nX

p=1

KX

i=1

(yi (x
p)� qpi )

2
, (1.3)

where K denotes the dimension of the output vector or simply the number of output neurons, and n is the size of the
training set.

Once the objective function has been defined, the next step is to optimize the model parameters such that to minimize
the loss function E, alternatively, to reduce the prediction divergence from the true distribution. Although it is not explic-
itly mentioned, note that y is a function of both the input data variable x and network parameters w. To better understand
the optimization process, let us consider the single neuron model presented in Figure 1.1 with sigmoid activation as a
sample network. The inner summation in Eqn.1.3 which represents the sum of the squares of elements of the vector can
be rewritten as vector product operation

E =
1

2

nX

p=1

(y (xp)� qp)> (y (xp)� qp) =
nX

p=1

E(p). (1.4)

Our objective is to minimize this multi-dimensional function in the parameter space w, while keeping the data
variable x untouched. For this, we first compute the derivative of the error function E with respect to each parameter wi.
With Figure 1.1 as the reference, this becomes
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The term @E
@z can be further split into products of local derivatives as
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Let us first compute the gradient for a single data point (xp, qp), with the sigmoid activation function y(z) = 1
1+e�z , the

local derivatives are:

@E

@y
= (y(xp)� qp), (1.7)

@y

@z
= y(xp)(1� y(xp)), (1.8)

@z

@wi
= xi. (1.9)

Therefore, the joint expression becomes

@E

@wi
= (y(xp)� qp)y(xp)(1� y(xp))xi. (1.10)
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With the inclusion of the full training set samples in Eqn. 1.4, the gradient vector rE for the network parameter wi

becomes

rE =
nX

p=1

(y (xp)� qp) y (xp) (1� y (xp))xi. (1.11)

This computed gradient points the direction to which the error function E increases in the parametric space wi. To
reach at the minimum in this parametric space, one must walk on the direction to which the gradient descents. Therefore,
the parameter wi is being updated for the iteration t to t+ 1 as

w(t+1)
i = w(t)

i � �rE, (1.12)

where � is a scalar constant that defines the size of updation. The same process is repeated for all i in the network.
The entire process is known as the gradient descent optimization. Different extensions of the same algorithm have been
proposed in the literature for stable optimisation of neural networks, interested readers are referred to [Rud16].

1.1.3 Convolutional neural networks (CNN)

The type of network that we saw in the above section is called the fully connected network (in Figure 1.2). In such
networks, the activation of each node depends on the entire input signal. Therefore, the activation does not convey
anything regarding the local statistics of the input data. For instance, speech signals only exhibit local stationarity and
vary dynamically over time. Therefore, detecting local structures of the data is very important in the design of models for
natural language processing. Convolutional neural networks (CNNs) have been demonstrated to be efficient in detection
of spatial variations in data such as the recognition of differently posed faces in images [SZ14], [KSH17], [GWK+18].
This is because, in contrast to the matrix operations in fully connected networks which define the internal states, CNNs
perform the local filtering of the input signal which helps isolate the local patterns such as the edge transitions in a 2D
object. A brief overview of building convolutional networks for one-dimensional data such as speech is presented below.

Given an input speech segment X = [x1, x2, ..., xn] to a convolutional layer with kernel parameters K = [k1, k2, k3].
The convolved output Y = [y1, y2, ...., yn] in mathematics is defined as:

yi =
3X

j=1

kjxi+j for i = 0, 1, . . . , n� 3 (1.13)

A visual representation of this filtering is depicted in Figure 1.3, where the kernel slides over the input to have a
filtered representation of the original signal.
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Figure 1.3 – A single layer convolution.
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Compared to the input, the length of the output is shortened in the process. This can be overcome with the addition
of extra zeroes at the ends of the input signal, which is popularly known as zero-padding in the neural network domain.
Additionally, in the above example, the filter strides only a single sample at every operating instant, which helps keep
redundant representations at the output. However, this can be increased to higher values to reduce the computational
complexity at layers of the network without losing much of the representativeness. The stride of convolution (S) largely
defines the dimension of the convolved output. Mathematically, the length of a convolved representation (O) for an input
of length W filtered with convolution kernel of size K, zeros padding P and stride S is

O =
W �K + P

S
+ 1. (1.14)

Therefore the larger the stride, the smaller the output gets. In the above modeling, only a single convolution kernel
was considered. Instead, there can be a number of kernels operating in parallel on the input returning individual feature
streams as illustrated in Figure 1.4. The filtered representation of the input is called feature maps in neural network
terminology. The number of feature maps is equivalent to the number of filters employed in that layer, also called the
channel dimension.

 k2  k1  

 
   X1

  
   X1

    
   X1

  
   X1  X1

 
   X1

  
   X1

 
         

      
    

         
      

   

 k2  k1  

 
         

      
   

 k2  k1  k3

k3

k3

Y1

Y2
Y3

Figure 1.4 – Convolution feature maps.

Deep convolutional networks are built by stacking the convolutional blocks having the structure shown in Figure
1.4 one over the other. Since the kernels are of fixed size and are shared over the stretch of the input, the parameter
complexity of the network is far lesser than that of the fully connected networks. Generally, in deep neural models, we
usually observe a series of convolution layers at the beginning to extract features followed by a fully connected layer to
merge the feature representations to a vector representation such as class scores in a classification task.

There is a main sub-class in the convolution category of networks, they are called dilated convolution networks. In
contrast to the normal convolution, the kernels of dilated convolution layer have only a few active coefficients and the
rest is set to zero. For instance, in Figure 1.5 we set the second coefficient of the filter to zero, whereby, the data points
falling in the middle of the filter are not counted. However, this does not lead to the loss of such data points as they
have been counted in the next instance of filtering. The main objective of using dilated convolution is to reduce the
parameter complexity of models without affecting the data structure. As such, such dilated layers with varying dilation
factors (the amount of dilation in the convolution operation) have been widely used for building very deep neural models
[VOKK16, RPS18]. WaveNet, initially proposed by [ODZ+16], uses a dilated convolution structure with the dilation
factor decreases by a factor of 2 over the layers starting from the beginning.
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Figure 1.5 – Dilated convolution layer.

1.1.4 Recurrent neural networks (RNN)

In the above formulation of data structure, we ignored a very important aspect of speech or any time series for that
matter, which is the temporal correlation of data. Speech is the pressure variations resulted of a continuous articulation,
therefore, can be modeeled as an autoregressive (AR) process where the sample at each time instance is evolved out of
the past samples. This is because speech is produced with the dynamic movement of vocal organs wherein the transition
from one state to the next is highly correlated. Therefore, efficient modeling of the sequence of the samples is crucial
when designing robust speech processing models. Many statistical models like linear predictive (LP) modeling have been
tried in the past to model this correlated structure of speech and were successfully used in applications such as speech
recognition, low bit rate coding.

In the context of neural networks, the temporal flow of time-series is modeled with the use of recurrent neural
networks (RNNs) which can persist the long-term dependencies at the input. As an example, take a segment of speech
samples X = [x1, x2, ...., xt]. The joint distribution of the samples can be mathematically expressed as

p(Xk) = p([x1, ..., xt, ..., xT ]), (1.15)

with the chain rule of probability, the joint distribution can be split into individual fractions as

p(Xk) =
TY

t=1

p(xt|x<t). (1.16)

Under the assumption that speech production process is a Markov process, the probability of next state can be fully
defined with the knowledge of the current state. Therefore, with the replacement of p(xt|x<t) = p(xt|xt�1), the above
formulation becomes

p(Xk) =
TY

t=1

p(xt|xt�1). (1.17)

This evolution of samples can be captured with the use of an RNN cell. At any given time instant t, RNN module
takes inputs the current sample xt and the previous state ht�1 that encodes the evolution of samples. Then, these are
non-linearly combined to get the final prediction for the current time instance yt. This is graphically illustrated in Figure
1.6.

Different types of RNN are possible based on how the input and past-state are mixed inside the module. Although
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Figure 1.6 – Recurrent neural network (RNN) once unfolded over time.

RNNs can predict samples more accurately than CNNs or FCNNs, most of them are hard to train due to the vanishing
of gradient – the gradient computed at the output node fails to propagate smoothly back through all instances of the
network while training. This becomes a major problem when the network size increases, or as the input data size
grows. Among different RNN architectures, Long Short-Term Memory (LSTM) [HS97] and Gated Recurrent Unit
(GRU) [CGCB14] are popular for their ability to mitigate the vanishing gradient problem when training. As such, LSTM
and GRU cells have been successfully used in many speech processing applications like automatic speech recognition
and speech enhancement [WEW+15], [SSB14]. In the case of GRU, the input and state vectors are being merged by the
non-linear transformations

zt = �(Wzhht�1 +Wzxxt + bz) (1.18)

rt = �(Wrhht�1 +Wrxxt + br) (1.19)

r̂t = tanh(Whh(zt � ht�1) +Whxxt + bh) (1.20)

ht = zt � ht�1 + (1� zt)� ĥt. (1.21)

Whereas, the LSTM follows the formulation

it = �(WxiXt +Whiht +Wci � ct�1 + bi) (1.22)

ft = �(WxfXt +Whfht +Wcf � ct�1 + bf ) (1.23)

ot = ft � ct�1 + it � tanh(WxcXt +Whcht�1 + b0) (1.24)

yt = �(WxoXt +Whoht +Wco � ct�1 + by). (1.25)
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1.2 General Objective

With such a considerable progress in machine learning research in the last decade, there is a ncessity to investigate
the usefulness of neural models to facilitate speech communication in real-world. Noise in the communication back-
ground can deteriorate the quality and intelligibility of speech both for humans and machines. Speech intelligibility is
broadly identified as the understandability of the underlying message in a speech sound, whereas the quality is more of a
psychological factor that represents how natural the signal is. As such, preserving the quality and intelligibility of speech
in communications is essential for novel human assistive devices in practice.

A typical speech communication scenario is depicted in Figure 1.7., where both the speaker (far-end) and listener
(near-end) are being affected by noise. The design objective of speech processing models is to effectively deliver the
message communicated by the speaker to the listener in the presence of the noises. Noise at the speaker side that affects
the speech acquisition is called the far-end noise (far with respect to the listener). Similarly, noise at the listener’s end
which affects the speech perception of the listener is called near-end noise. Although distortions could occur in the
processor module during speech transmission from one end to the other, only the impact of ambient noise on speech
quality and intelligibility is considered in this thesis, assuming an ideal transmission channel. From a design perspective,
the main difference between the two types of noise is that the impact of far-end noise on speech can be measured and
manipulated at the processor module with the use of speech enhancement (SE) algorithms, whereas the impact of near-
end noise is not quantifiable as it directly interacts with the speech at the listener’s auditory periphery. Therefore, unless
the listener wears a hearing assistive device that can cancel the background (which is not so common in practice), the
intelligibility can be significantly reduced with the auditory masking from near-end noise.

However, to promote listeners’ intelligibility, modification of speech spectral and/or temporal structure before its
presentation to adverse listening conditions was proposed in the past. Such structural modifications of speech were also
observed in humans when speaking in noisy ambiance, adjusting their articulations to alleviate the masking of back-
ground perceived through the auditory feedback, a phenomenon widely known as the Lombard reflex [Jun96]. The
speech produced in noise (Lombard speech) has many characteristic features such as higher fundamental frequency,
reduced speaking rate, and flatter spectral tilt compared to the plain speech produced in quiet speaking condition
[CMV14, CMVB+13c, LC09]. Lombard speech was found to be more intelligible than plain speech for listeners in
noise even after removing the loudness variations [BC20, CL12]. As such, speech has to be adjusted based on the lis-
tening context to ensure its intelligibility for the interlocutor. Similarly, artificial modifications of speech are required in
speech output devices to ensure their intelligibility in various operating conditions. This field of research is known as
listening enhancement (LE).

        Processor

noise

noise

speech

listener

noise

noise

near-endfar-end

Figure 1.7 – A typical communication scenario.



Chapter 1. General Introduction 35

Far-end Near-end Processor requirement

Quiet Quiet Idle

Noisy Quiet Speech enhancement (SE)

Quiet Noisy Listening enhancement (LE)

Noisy Noisy SE and LE

Table 1.1 – The possible combinations of noise in Figure 1.7.

In reality, the noise level at the far- and near- ends varies based on the operating environment. Therefore, SE and
LE algorithms would have to be used in varying degrees. The four possible acoustic scenarios in reference to Figure 1.7
together with the optimal processing strategies are presented in Table 1.1. As such, the prime objective of this thesis is
to build models to operate in each of those conditions in order to effectively deliver the message from the speaker to the
listener with a minimal impact of noise on the listener.

Most of the past attempts considered speech enhancement (SE) and listening enhancement (LE) as two independent
fields of research. However, in many applications, e.g. mobile communication in outdoor ambiance, both of them must
be required to operate in parallel (the final condition in Table 1.1). Therefore, a great amount of effort has been made
in this thesis to combine the SE and LE modelings as a single unified framework. Such an end-to-end system has few
advantages: 1) it would avoid the propagation of error from the SE to LE module when operating in modular fashion,
therefore would improve the performance, 2) the joint modeling would also reduce the computational complexity of the
modular setup while providing a more generalized representation of the problem.

1.3 Motivation and Vision

Recent advancements in neural networks stitched together with the growth of computational power and the availabil-
ity of linguistically diverse speech recordings provide us with the opportunity to develop a new class of speech processing
models. With its inherent non-linear structure, neural networks can capture higher order dynamic variations of speech
compared to traditional statistical models. This would particularly be useful to recover speech from its noisy observations
where the statistical approaches often resorted to primitive assumptions on the noise process, e.g. Gaussian assumption
in speech enhancement Kalman filter (KF) [PB87], which has resulted to poor estimation of the noise and distortions on
the output speech. On the contrary, NNs provide the flexibility to learn complex noise patterns in supervised learning
framework [SCS+20]. For instance, linear predictive modeling such as linear autoregressive (AR) models was endorsed
in the past to better restore speech from noisy observations. Subsequent replacement of the AR module with a neural
architecture was proven to further improve speech restoration of the enhancement system [WNK+99]. Besides, the intro-
duction of residual networks [HZRS16] has made plausible the training of very deep networks, resolving the vanishing
gradient problem. Since then, deep architectures that can operate on the waveform of speech, such as WaveNet [RPS18]
and FFTNet [JFML18], have been proposed and have attracted considerable attention.

Most existing neural models introduced in the literature for speech enhancement ignore the phase information of
speech while enhancing only the magnitude spectrum of the short-time Fourier transform (STFT) representation. This
limits the quality of enhanced signal. Waveform models can overcome such limitations by cleaning both the magnitude
and phase componenets jointly. Although models operating on the waveform domain of speech have been proposed in
the past, the context covered with the receptive field of such networks was relatively short, like 5 – 10 ms, due to the
liner increase of parameter complexity with fully connected layer that was popular back then. However, the introduction
of dilated convolution layer gives us the flexibility to build deeper models owning to its weight-sharing property. Such
models can capture longer dependencies among the waveform samples taking both the phase and amplitude of speech
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into consideration. In spite of that, modeling long-term temporal dependency with convolution layers requires very deep
architecture, which limits their applicability in low-end devices like hearing aids. On the other hand, the long-term
speech dependency can be more efficiently captured with recurrent cells [GSC99, HXY15]. However, such neural cells
require a redesign to fully account for the statistical structure of speech and noise for the enhancement task. Therefore,
the usability of recurrent cells for speech enhancement was investigated and structural changes have been suggested as
part of this thesis.

Another factor of motivation originated from the pattern learning ability of neural networks. Neural networks are
generally seen good at learning patterns from data. In the case of speech, some speaking styles are observed to be
more intelligible than others in perception studies. With the availability of various style databases, neural models can
be trained to produce customized styles based on the listener’s (user) requirement. This is especially useful in noisy
listening scenarios, where the intelligibility degradation of natural style is often observed. Artificial styles such as
spectral shaping and dynamic range compression (SSDRC) [ZKS12] were found to produce the best intelligibility in
noise for both normal and hearing-impaired listeners [ZSFM17]. Such systems requires clean speech at the input to
synthesize matching high intelligibility voice. Besides, they are highly sensitive to the noise at input. This has limited
their applicability in applications like telephony or hearing aids where the recorded speech is often noisy. We believe
that noise robust listening enhancement systems can be built by fusing the noise robustness and pattern learning ability
of neural networks. Therefore, we also investigate the prospect of training neural models to generate intelligible styles
in sub-optimal acoustic settings.

1.4 Research Questions

Research findings reported in this thesis can be broadly classified as the answers to these three questions:

1. How to design neural architectures to learn better the statistical dissimilarity of speech and noise in a noisy mixture
for novel noise removal ?

2. Can neural networks produce intelligible voices to enhance speech perception for listeners in adverse conditions ?

3. Can we develop an end-to-end neural system to jointly suppress the noise at input and boost the intelligibility at
output ?

1.5 Contributions of this Dissertation

The key contributions of this thesis are outlined below:

1. Contributions to speech enhancement (SE) :

• An efficient approach to model the temporal dependency among the input 2D spectrograms is proposed.
The proposed method extracts features that are temporally relevant at each frame instance with the use of
gruCNN recurrent cell. The gruCNN enhancement network (gruCNN-SE) learns the temporal flow of speech
at multiple layers of abstraction starting from the inout, which helps extract robust noise discriminating
features at the layers. gruCNN-SE is found to outperform substantially traditional enhancement networks
with independent modeling of feature extraction and temporal dependency, as well as reduces the parameter
complexity of the system considerably.

• A bidirectional extension of gruCNN neural cell (BigruCNN) is proposed for modeling both the forward
and backward dependencies of a time series. BigruCNN is tested in the context of speech enhancement
for modeling the correlations among 2D spectrograms of input speech. The BigruCNN was observed to be
highly efficient to detect and isolate locale events in the spectrum, therefore, has proven to generalize better to
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non-stationary and unseen noise conditions. Meanwhile, it had a far lesser number of parameters compared
to existing speech enhancement networks, making it a desirable architecture in practice.

• To avoid the phase distortions associated with conventional feature domain enhancement models, a new
waveform domain enhancement network called SE-FFTNet is proposed. SE-FFTNet processes noisy speech
samples in time domain and returns the predictions of underline clean speech at the same resolution. Com-
pared to other waveform domain enhancement models, SE-FFTNet produces better quality enhancement due
to its unique dilation pattern in the convolutions. Besides, the SE-FFTNet has fewer parameters than other
waveform domain SE architectures.

2. Contributions to listening enhancement (LE) :

• A WaveNet-like architecture to enhance speech intelligibility for listeners affected by adverse conditions is
proposed. The system called wSSDRC is trained with a new training paradigm, where a signal processing
technique called spectral shaping and dynamic range compression (SSDRC) is being used as a teacher module
to educate the wSSDRC student network about speech intelligibility features. Once trained adequately, the
wSSDRC is observed to produce intelligibility boosts comparable to the teacher SSDRC for a range of
listening groups – native, non-native, normal, and hearing-impaired listeners.

• The concept from wSSDRC training framework inspired us to build intelligible text-to-speech (TTS) synthe-
sizers that can generate various intelligibility styles from text in an end-to-end manner. When evaluated in
stationary noise, the best TTS system is found to produce relative intelligibility improvements of up to 455%
compared to the traditional TTS model.

3. Contributions to joint SE and LE :

• An end-to-end intelligibility enhancement system aimed to improve the intelligibility of noise-corrupted
recordings is proposed. The system jointly models the noise suppression (of the input) and intelligibility
modification (at output) as a single unified learning task. The system has a similar convolutional pattern
of SE-FFTNet in the waveform domain. Both causal and non-causal extensions of the system were tested.
The training framework of wSSDRC was partly adapted to optimize the model parameters. Subjective and
objective evaluations were conducted in a range of noise conditions. The results indicate that the neural model
can produce up to 140% average intelligibility boost for listeners in noise compared to the state-of-the-art
statistical approaches.

1.6 Outline of Dissertation

The rest of this dissertation is organized as follows. The content is split into three main parts. In the first part, we talk
about SE techniques to restore speech from its noisy observations. A review of the state-of-the-art methods is conducted
and new architectures both in feature and waveform domains are presented. In the second part, we discuss the existing
LE techniques and propose neural network models to generate intelligible speech to improve the listening experience in
noise. In the final part, we combine the knowledge from the previous parts to design an end-to-end approach for joint
speech and and listening enhancement, unveiling the noise-robust intelligibility modification system.
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Part I

Speech Enhancement





Chapter 2

Introduction

Speech acquisition in the real world is often affected by noise in the background, which can degrade both the per-
ceived quality and intelligibility of the signal. Speech enhancement (SE) is concerned with improving the quality and/or
intelligibility of speech by suppressing noise components in a noisy observation. Therefore, SE is required in varying
degree in speech processing systems such as automatic speech recognition (ASR) which comes under constant noise
attacks in real-world operations. As such, there is a great demand for robust enhancement systems to model various
challenging acoustic conditions a device would have to operate. This chapter is devoted to the discussion of speech
enhancement with the approaches that have been presented in literature and the new alternatives suggested in this thesis.

First, let us define the problem more mathematically based on which the solutions can be presented. The degradation
of speech s[t] articulated by a speaker can be broadly formulated in time domain as

y[t] = h[t] ? s[t] + n[t] = sh[t] + n[t], (2.1)

where y[t] is the observation of the signal s[t], and n[t] is the additive noise in the background which is assumed uncor-
related to speech. The h[t] denotes the coupling between the speaker and sensing device. The symbol ⇤ represents the
convolution operation which transforms the true speech to its representation sh[t] at the input of the sensor. There are
special occasions in practice where the noise would be correlated to speech, e.g. reverberation (reflection of the speech
from the surroundings), which demands a different formulation of the restoration task. However, our objective in this
thesis is constrained at suppressing the uncorrelated background n[t] for it is the most common in practice. Besides,
the methods covered in this chapter do not compensate for channel distortion but are designed purely for removing the
background noise n[t]. This is under the assumption that the channel was designed properly to ensure the ideal coupling
between the speaker and sensor, i.e., h[t] = �[t]. In practice, multiple sensors can be used to collect speech at different
spatial locations and later be combined them using beam forming [Com92] and noise cancellation [Ste85] techniques.
However, we limit ourselves to single sensor observation.

Having a good knowledge about the statistical characteristics of speech and noise would help develop robust noise
reduction strategies. A sample speech signal observed at 16 kHz sampling rate is displayed in Figure 2.1(a) together
with its frequency content over time as a spectrum. It is observable that some regions are more oscillatory in nature with
information mostly at low frequencies. They are called voiced phones – examples are sounds like /a/, /i/ produced with
vibrating vocal folds. The frequency of oscillation for the vocal folds is called the fundamental frequency or pitch ( F0

) of speech. Female voices are characterized with a higher pitch of about 165 – 225 Hz compared to the male which
typically ranges from 85 – 155 Hz. However, the rise in F0 does not directly translate to the high intelligibility of female
voices. On the other hand, there are articulations that are more random in nature with nearly uniform spectral information
in 0 – 8 kHz, these are called unvoiced phones (sounds like /s/, /p/ ).

Another important thing that is noticeable from Figure 2.1(a) is the presence of silence between phones, e.g., at
around 0.75 seconds there is no speech content. These silent regions are generally referred to as the voice offset regions
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Figure 2.1 – A 16 kHz sampled speech and noise signals. The bottom panels shows the frequency content over time.

and they play an important role in analyzing the phonetic structure of speech. In the context of speech enhancement,
those silent regions provide a glimpse of background events, therefore, can be marked to estimate the non-speech events
in the recording. The resonance property of the vocal tract appears as the peaks of the spectrum at each time frame,
generally known as the formant frequency in linguistic research.

Unlike speech, a generalization of background noise characteristics is not an easy task as it is produced by various
sources with different acoustic properties. Noise sources can be broadly classified into two categories based on the nature
of their frequency behavior over time; stationary and non-stationary noise. Stationary noise would have a fixed spectral
content over time, e.g, wind blow, while the non-stationary noise is having a time-varying frequency characteristic, eg.,
the noise produced in a Cafeteria. The temporal variation can also happen in the intensity of noise while having a fixed
spectral content, e.g, a vehicle running away from the observer. As an example, the noise produced by a running
car recorded at 16 kHz sampling frequency is plotted in Figure 2.1(b). It is visible that the spectral and temporal
characteristics largely differ from speech. Although the intensity of the noise increases over time, the spectral pattern
remains largely stationary. This stationary nature of noise sources provides the opportunity to use the estimate of the
background in speech offset regions as a good replacement for noise in the speech onset regions for speech enhancement
models.

Much progress has been made in the speech enhancement domain over the past years. The initial approaches were
based on signal estimation theories where the speech and/or noise processes were modeled with parametric models
representing the individual process. However, in recent years, the use of neural networks has become prevalent for
speech enhancement because of its ability to model complex noise processes faced in practice. An overview of progress
in regards to speech enhancement is provided in the following sections.

2.1 Mathematical formulation of the problem

The objective of speech enhancement models is to recover the speech from its noisy observation. Although speech
degradations can happen through non-linear ways as with the reverberation of voice in the speaking surroundings, the
speech enhancement models target at removing the linear distractions on the speech. Given the noisy observations y[t],
the objective is to restore the clean components s[t] which has been linearly degraded with noise n[t] as
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y[t] = s[t] + n[t]. (2.2)

Robust modeling of speech and noise distributions is required to fully restore the speech from the mixture. Although
multiple realizations of y[t] can be collected with the use of a sensor array, discussions here are restricted to single sensor
observation. Therefore, all the discussion following is on the single-channel speech enhancement.

2.2 Statistical approaches

Approaches based on the estimation framework have been the dominant solution to restore speech from the noisy
mixture, which explores the statistical dissimilarity of speech and noise on the basis of mathematical estimation theorems.
Although there is a wide category of approaches in the literature, the most popular of which are discussed in this chapter.

2.2.1 Spectral subtraction technique

The spectral subtractive algorithms, initially proposed by Boll[Bol79], is the historical and by far the simplest noise
reduction model to implement. As the name indicates, it removes the background noise activities on a speech by sub-
tracting an estimate of the noise from the noisy speech in a transformed domain such as in short-time Fourier transform
(STFT)[Bol79] or Modulation domain [PWS10]. The noise spectrum estimation is done in the periods where the speech
is absent. Such algorithms operate on the hypothesis that the noise statistics do not change drastically over time so that
the noise estimated in speech absent frames can be a fair replacement for noise in speech active frames. Therefore, the
subtraction should be done in a controlled manner to avoid speech distortions in the enhanced signal. If too much is
subtracted, then some speech information will be lost, whereas if too little is subtracted, then much of the interfering
noise remains.

We may consider the Fourier domain spectral subtraction method as an examples, in which the signal in Equation 2.2
is transformed with the short-term Fourier transform (STFT) algorithm with an analysis windows of size 20 – 30 ms as

Y (w, t) = X(w, t) +N(w, t) (2.3)

The observed signal Y (w, t) can be expressed in polar form as a combination of the magnitude and phase as
Y (w, t) = |Y (w, t)|ej�y(w,t), where |Y (w, t)| , �y(w, t) are the magnitude and phase spectrum of the noisy signal,
respectively. Similarly the noise signal spectrum can be expressed as N(w, t) = |N(w, t)|ej�n(w,t). Thus, there are
two parameters to be estimated to model the noise process; the magnitude |N(w)| and the phase �n(w, t). However,
on the belief that the phase does not contribute much to the perception of speech as human ears are less sensitive to the
phase distortions [OL81, OLKP79], the noise phase is substituted with the phase of noisy signal �n(w, t) = �y(w, t) in
spectral subtraction algorithms. Therefore, under the additive degradation of speech the clean spectrum can be restored
by the subtraction of the noise spectrum from the noisy spectrum as

X(w, t) =
n
|Y (w, t)|� |N̂(w, t)|

o
ej�y(w,t) (2.4)

Now we are left with only one unknown quantity to be estimated, the noise magnitude |N(w, t)|. Although many
advanced approaches have been suggested recently to better estimate the noise magnitude [CCHM93, BK03, MM80],
the basic concept is to utilize speech absent regions where the background activities can be cited. This requires effective
detection of speech activity. We can observe in Figure 2.2 that there are regions in a noisy recording where speech is
absent to estimate background events if identified properly. Since it is not practical to manually annotate the speech
present and absent regions for the input in an enhancement system, automated detection of such regions are done with
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Figure 2.2 – Voice activities in a noisy recording is detected by a voice activity detector (VAD).

the use of voice activity detectors (VAD) in spectral subtraction algorithms which can predict the presence ( VAD = 1 )
and absence ( VAD = 0 ) of speech locally over time. VAD algorithms typically rely on features like short-term energy or
zero-crossings of the signal, which in turn are compared against a threshold to make the decision at each time frame. The
decision is updated in frames of 20 – 40 ms duration. An example of the predictions by an automatic VAD algorithm is
plotted in Figure 2.2. The updating of noise estimate for frame indexed t (|N̂(w, t)|) is done based on the VAD state as

|N̂(w, t)| =
(
|Y (w, t)| if V AD(t) = 0

|N̂(w, t� 1)| if V AD(t) = 1
(2.5)

where the estimate from the previous frame is used in speech presence regions. This is a simple and direct estimation
of noise magnitude spectrum, however, smoothing of the estimates in multiple past frames is used in modern spectral
substation models. An important boundary condition to be met is that the magnitude of estimated spectral coefficients
should be positive. Proper consideration must be given to prevent such cases in the subtraction in Equation 2.4 which
may result from overestimation of the noise spectrum |N̂(w, t)|. One simple and most common approach is to use a
rectifier that clips any non-positive values in the estimated magnitudes to zero with

|X(w, t)| =
(
|Y (w, t)|� |N̂(w, t)| if |Y (w, t)| > |N̂(w, t)|
0 else

(2.6)
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Spectral subtraction (SS) is a linear approach that works very well at high signal-to-noise ratio (SNR) conditions.
However, as the input SNR reduces (or the noise level increases) most of the VAD algorithms faces problems in detecting
the speech active events due to intense background noise on speech, therefore their performance diminishes. Besides, the
estimation of noise in SS relied on the stationarity nature of the noise process. The replacement of noise in the current
frame with the past frame may not be optimal in non-stationary noise conditions. Therefore, the performance of SS
algorithms is reduced in non-stationary noises. To solve this issue, extended spectral subtraction (ESS) algorithms were
presented in [Sov95, SPK96]. The key feature of ESS algorithms is that they can continuously update the background
noise spectrum estimate, even during speech active instances. Among this category of algorithms, Wiener filtering is
a popular one in which the Wiener filter coefficients are derived based on the noise power spectrum estimate [LO79,
AEFDA+14]. For more variations of spectral subtractive algorithm, interested readers are referred to [Loi13].

2.2.2 Maximum likelihood estimator

Spectral subtraction was just an intuitive approach to the problem of speech enhancement that does not fully utilize the
statistical properties of the involved signals. Whereas modeling of the distribution of speech and noise must be imperative
for robust enhancement strategies. As such, the statistical model-based approaches for enhancement were developed as a
more generalized mathematical formulation of the problem in the estimation framework. In such frameworks, given a set
of noisy observations that are dependent on an unknown parameter (clean samples in SE), we wish to find a non-linear
estimator of the parameter. There are different non-linear estimators proposed in the literature under the estimation theory
framework such as maximum likelihood (ML) estimator, Bayesian minimum mean square error (MMSE) estimator and
maximum a posteriori estimator [Kay93]. They mainly differ on the assumptions made on the unknown parameter to be
estimated; whether it is a deterministic unknown or random variable.

The maximum likelihood (ML) approach [Whi82] is conceivably the most popular signal estimation approach in prac-
tice, and has been widely used even in most complex estimation problems [Myu03]. It was first used for speech enhance-
ment by McAulay and Malpass [MM80]. Imagine that we observed N-points of noisy speech y = {y(0), y(1), ...., y(N�
1)} which correspond with an unknown parameter ✓ ( the hidden clean speech ). Also assume that we know the proba-
bility distribution function (pdf) of y that is conditioned on ✓, denoted as p(y; ✓). Since the pdf curve is parameterized
by the unknown quantity ✓, one must search for “ the ✓ that most likely produces the observed y”. Mathematically, this
is posted as an optimization problem:

✓̂ML = argmax
✓

p(y; ✓) (2.7)

The estimate ✓̂ML is called the ML estimate of ✓, and the function p(y; ✓) is called the maximum likelihood function.
The optimization is performed by differentiating the function with respect to ✓ and then finding the maxima. Often, it is
a common practice to convert the likelihood function into logarithmic form for optimization convenience, and since the
log transformation is a monotonically increasing function, it does not alter the point of maxima in the parameter space.

McAulay and Malpass [MM80] formulated speech enhancement problem in the spectral domain. Thus, the noisy
mixture is represented in polar form as:

Yke
j✓y(k) = Xke

j✓x(k) +Nke
j✓n(k) (2.8)

where {Yk, Xk, Nk} are the the magnitudes and {✓y(k), ✓x(k), ✓n(k)} are the phases of noisy, clean and noise segments,
respectively. Since the signals are processed in digital domain, the frequency axis is discretised such that wk = 2⇡k

K , for
k = 1, 2, 3, ....,K.

In the ML estimation framework, both the magnitude spectrum Xk and phase spectrum �x(k) are considered to be
deterministic unknowns. Additionally, under the assumption that the noise is a Gaussian process with zero mean and
�n(k)/2 variance, the likelihood function for observed signal Y (wk) can be derived as
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p (Y (!k) ;Xk, ✓x(k)) =
1

⇡�n(k)
exp

"
�
��Y (!k)�Xkej✓x(k)

��2

�n(k)

#
. (2.9)

To get the ML estimator of Xk and ✓x(k), one must compute the maxima of the distribution p (Y (!k) ;Xk, ✓x(k)).
It is not a direct task as the function is with two independent variables. Under the general assumption that the phase will
not contribute much into the overall quality of enhanced samples, the phase parameter � is truncated by integrating the
above function with respect to the phase axis with a uniform distribution p (✓x(k)) =

1
2⇡ for ✓x(k) 2 [0, 2⇡]

pL (Y (!k) ;Xk) =

Z 2⇡

0
p (Y (!k) ;Xk, ✓x(k)) p (✓x(k)) d✓x(k). (2.10)

This integration simplifies the likelihood distribution to a conditional function conditioned only on the magnitude of
clean spectra Xk as

pL (Y (!k) ;Xk) =
1

⇡�n(k)

1q
2⇡ 2XkYk

�n(k)

exp


�Y 2

k +X2
k � 2YkXk

�n(k)

�
. (2.11)

This is transformed to Logarithmic domain as the log-likelihood function (log pL (Y (!k) ;Xk)). Then, differentiat-
ing it with respect to X̂k and setting it to zero, we get the ML estimate of the clean magnitude spectrum

X̂k =
1

2


Yk +

q
Y 2
k � �n(k)

�
. (2.12)

With the replacement of clean phase content with noisy phase as was in the case of spectral subtraction, the clean
spectral coefficients are estimated as

X̂ (!k) = X̂ke
j✓y(k) = X̂k

Y (!k)

Yk

=

"
1

2
+

1

2

s
Y 2
k � �n(k)

Y 2
k

#
Y (!k) .

(2.13)

In the above formulation, the unknown parameter (Xk) to be estimated is assumed to be a deterministic unknown.
However, speech production can not be considered as a deterministic process as the articulation of syllables varies based
on the context of their appearance, besides, there will be speaker variability in the articulation of speech. Therefore,
such variabilities must be accounted for in enhancement models. The Bayesian approach in statistics is known for the
estimation of unknown quantities that are more random in nature.

2.2.3 Bayesian Estimator

In the case of Bayesian estimation [EW95], the unknown variable to be estimated is assumed as a random variable
with a certain distribution. As such, the objective is to estimate the realization of that random variable. The approach
is called Bayesian because its derivation is based on Bayes’ theorem of probability [Joy03]. The incorporation of prior
knowledge about the estimating variable ✓ into the estimation framework is the key difference from the ML approach.
In applications such as speech enhancement, one must have prior knowledge about the range and distribution pattern to
which the parameter ✓ belongs. With the inclusion of such knowledge, Bayesian estimators refine the estimation to be
more voracious than the ML method.

Among different variations of Bayesian estimators [Mar02, LV05] the minimum mean square error (MMSE) estima-
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tor is the most commonly used in applications [EM85]. In the MMSE approach for speech enhancement, the general
objective is to retrieve a clean speech spectrum from the noisy observations in the minimum mean square sense by
minimizing the error function

e = E

⇢⇣
X̂k �Xk

⌘2
�
, (2.14)

where Xk, X̂k are the true and estimated spectral magnitudes, respectively. The symbol E denotes the expectation
operation in probability theory. In Bayesian sense, this expectation is computed with reference to the joint pdf of the
observed noisy process Y and the unknown parameter Xk represented as p(Y, Xk). Therefore, the Bayesian MMSE
estimator is

BMSE
⇣
X̂k

⌘
=

x ⇣
Xk � X̂k

⌘2
p (Y, Xk) dYdXk. (2.15)

Minimisation of the Bayesian MSE function BMSE(X̂k) with respect to Xk leads to the optimal MMSE estimator
of the variable as given by [Kay93]

X̂k =

Z
Xkp (Xk | Y) dXk

= E [Xk | Y]

= E [Xk | Y (!0)Y (!1) . . . Y (!N�1)] .

(2.16)

Hence, the optimal estimator X̂k is the mean of a posteriori pdf of Xk computed once the full spectrum of Y has
been observed. It differs from the prior pdf p(Xk) which was the distribution before observing the signal Y .

If one has the prior distributions of speech and noise spectra, the a posteriori distribution can be easily computed
with the use of Bayes’ theorem [Joy03]. However, the accurate computation of the distributions of Fourier spectra for
speech and noise is a challenging task due to the non-stationarity of the signals. To resolve this issue, Ephraim and
Malah [EM85] suggested a statistical model utilizing the asymptotic properties of the Fourier transform coefficients. The
modeling was based on two statistical assumptions: 1) the Fourier transform coefficients have a Gaussian distribution
with zero mean and time varying variances owing to the nonstationarity of speech, 2) the Fourier transform coefficients
are uncorrelated, i.e., each coefficient is statistically independent from its neighbours.

As a result of which, the Bayesian MMSE estimator in Equation. 2.16 becomes

X̂k = E [Xk | Y (!k)]

=

Z 1

0
xkp (xk | Y (!k)) dxk

(2.17)

Under the assumption that the speech and noise are Gaussian processes with zero mean and variances �x and �n,
respectively, in the spectral domain, the above integration will be reduced to

X̂k =

p
⇡

2

p
vk
�k

exp
⇣
�vk

2

⌘ h
(1 + vk) Io

⇣vk
2

⌘
+ vkI1

⇣vk
2

⌘i
Yk, (2.18)

where the variable vk is defined by

vk =
⇠k

1 + ⇠k
�k, (2.19)
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with

�k =
Y 2
k

�n(k)
, ⇠k =

�x(k)

�n(k)
. (2.20)

The functions I0(·) and I1(·) denote the modified Bessel functions of zeros and first order, respectively. The involved
variables, ⇠k is called a priori SNR as it is the SNR estimate prior to the observation, and �k is called a posteriori SNR
as it is the observed SNR.

Figure 2.3 – Speech enhancement by various statistical approaches. Right panels display the spectral content over time
computed by the short-time Fourier transform (STFT).

The enhancement performances of different algorithms discussed are illustrated in Figure 2.3 with a sample speech
recording at 2.5 dB SNR. Few things are evident when we compare the enhanced signals to the clean speech. First,
the spectral subtraction introduces large-scale distortions on the speech signal compared to the ML and MMSE ap-
proaches. Whereas, the maximum likelihood (ML) estimator reduced the distortions, while, the minimum mean square
error (MMSE) approach yielded the closest to the clean enhancement.

Beyond these methods, there are more advanced statistical model-based algorithms for speech enhancement in the
literature such as Kalman filters (KF) [PB87] which can better model the non-stationary nature of the involved signals
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with a dynamic state model. Another category of enhancement algorithms is the subspace-based enhancement [EVT95]
that are derived by theorems of linear algebra. In the subspace approach, the noisy signal is considered to reside in a
wider Euclidean space, while the clean speech is spanning only a subspace of the bigger space. Subsequently, given a
method for decomposing the vector space of noisy observations as clean and noise subspaces, we could easily compute
the clean speech by nulling the components of noise attributes. The decomposition of noisy space can be done with
the concepts from linear algebra, like the singular value decomposition (SVD) [WRR03], or eigenvalue decomposition
[PS03].

The aforementioned algorithms have demonstrated good at improving speech quality and were found to increase
listeners’ preference, but failed in improving speech intelligibility. However, a new class of algorithms motivated by
the study on auditory scene analysis (ASA) [BC94] was presented for noise reduction, which has been demonstrated
successful at improving speech intelligibility [KLHL09]. These algorithms estimate a binary mask in the time-frequency
domain deciding on which spectral bins to keep and which is to remove for the enhancement, therefore, called binary
mask algorithms. The estimation of the mask requires prior knowledge about the involved speech and noise signals,
which makes them difficult to be used in practice. For more on signal processing for speech enhancement, interesting
readers are referred to [Loi13].

2.3 Conclusions

In this chapter, an introduction to speech enhancement objectives and a few most popular statistical methods for
enhancement were discussed; spectral subtraction (SS), Maximum likelihood (ML) estimator, Bayesian minimum mean
square (BMMSE) estimator. SE is the simplest approach where we estimate the noise spectrum and subtract it from the
noisy spectrum to restore the clean speech. Although the SS method provides an improvement in terms of noise attenu-
ation, it often produces a new randomly fluctuating noise, referred to as musical noise due to its tone-like characteristics
in the spectrum as shown in Figure 2.3(b). This is originated from high variance in the noise estimation, which be-
comes more prominent in non-stationary noise conditions. Whereas, ML and BMMSE approaches produce more stable
enhancement of speech due to their more statistical oriented formulation of the problem. Although both of them make
the same assumption on the noise process – Gaussian process with zero mean and fixed variance, the BMMSE treats
the speech as a random process with a Gaussian distribution while the ML presume it as a deterministic unknown. This
has led to a better restoration of speech by the BMMSE method. However, such assumptions about speech and noise
would not be a good representation of many real-world scenarios, therefore, would result in a degraded performance in
deployment. In the next chapter, we will discuss the advantage of neural networks in this regard to learn the distribution
of speech and noise from data.
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Chapter 3

Neural Networks for Speech Enhancement in
Feature Domain

The statistical approaches for speech enhancement involved estimation of critical quantities such as the noise spec-
trum in spectral subtraction, or the a priori SNR in the MMSE method. Besides, these models are derived under various
assumptions on the production of speech and noise, like the zero-mean Gaussian assumption in the Bayesian estimator.
However, these assumptions can not be fulfilled in practice because of the diversity of noise conditions encountered and
the nonlinearities in speech production. Therefore, models that can detect high-level statistical patterns of the signals
are required to generalize well to practical scenarios. Neural networks have been demonstrated efficient at detection and
classification of objects in images or video sequences, achieving close to human performance [SZ14, KSH17, GWK+18].
Thanks to its parametric non-linear modules, which made it possible to isolate complex patterns in the data.

With the advent of deep learning, signs of progress have been made in the speech enhancement domain. Different
varieties of architectures are presented in the literature with the objective of finding the underlying patterns connecting
noisy speech to the clean. Two broad classifications of such methods are possible; one based on mask estimation and the
second based on mapping estimation. The mask estimation approaches estimate the binary mask in the time-frequency
domain of speech – it can be seen as a filter, then be applied onto the noisy signal to retrieve the speech [WNW14].
Whereas, the mapping estimation approaches directly estimate the mapping function representing noisy observations to
the clean speech in either time-frequency (TF) domain or in the time domain without any intermediate stage. This thesis
focuses on mapping-based speech approaches. As such, we first discuss the TF domain enhancement models available
in the literature as well as improvements suggested as part of this thesis, while the time domain models are presented in
the next chapter.

3.1 Enhancement framework

Speech is redundant with information in its raw form. As such, neural processing of the raw samples without any
transformations to lower dimension would require extra computational as well as time (latency) cost, therefore, may
not be desirable for many real-world enhancement applications like hearing aids. Therefore, it has been a common
practice to manually transform the signal to a lower two-dimensional (2D) time-frequency representation with the use of
transformations such as the short-time Fourier transform (STFT) where the enhancement task is then formulated. For a
speech signal x[n], the STFT is computed as

STFT{x[n]} ⌘ X(m,!) =
1X

n=�1
x[n]w[n�m]e�j!n (3.1)
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where w[n] is a window that defines the time resolution of the transformation. As m varies from the beginning to end
the window selects different regions of the signal. The variable ! denotes the continuous frequency axis. However,
in the context of digital signal processing, the frequency axis is sampled at selected points that are equally separated.
Therefore, the 2D representation would be a compressed representation of the raw waveform. Subsequently, this 2D
representation is presented to the network to learn the noise reduction in the STFT domain. However, since the phase
does not contribute much to the perceptual quality of speech, it has become a common practice to ignore the phase
information while processing only the magnitude spectrum, as illustrated in Figure 3.1.

    STFT   ISTFT

Neural Network

noisy 
speech

| Y(w) |

ㄥY(w)

| Y(w) |^
cleaned
speech

Figure 3.1 – Schematic of speech enhancement in feature domain.

The input to the neural network will be noisy magnitude spectrum, while the target is the corresponding clean mag-
nitude spectrum. The noisy phase is used for reconstruction of the clean samples once the enhanced magnitude spectrum
has been predicted. The reconstruction of speech waveform from the combined STFT coefficients is done with the use
of Overlap and Add (OLA) method [RG75].

Different neural architectures have been presented in the literature to date in the above framework. The initial neural
network architectures considered were fully connected networks (FNNs) [XDDL14, LTMH13]. FNNs predict an output
frame from the corresponding input frame or from a small window of frames around it. In tasks that require long
receptive fields, such as separating a target speaker from babble noise, their performance drops [TW18]. Alternative
architectures that are capable to model time dependencies efficiently include convolutional neural network (CNN) layers
and/or recurrent neural network (RNN) layers. A CNN layer captures the local dependencies and a network of CNN
layers can capture longer dependencies. As a result, CNNs perform better than FNNs [PL16]. Also, CNNs are more
memory efficient than FNNs due to their weight-sharing property. When applied on a 2D spectrum, convolutional layers
with a two-dimensional kernel can detect local patterns in the input. The 2D transformation produced by a convolutional
layer of CNN speech enhancement (CNN-SE) network is depicted in Figure 3.2. As visible in the figure, the kernel
strides over the input detecting local activities in the spectrum. Deep convolutional enhancement networks are built by
stacking multiple such 2D convolution layers.

Different variations of CNN-SE are seen in the literature. One popular approach is the convolutional encoder-decoder
(CED) architecture [VLL+10]. The CED has an encoder module comprised of CNN layers which compresses the input
2D spectrum into a lower dimension representation from which the original dimension is reconstructed by the decoder
module, which usually involves upsampling layers. The encoder in the CED architecture can be seen as a dimensionality
reduction network, like the principal component analysis (PCA) in statistical approaches [WRR03], where the represen-
tation of speech and noise would be more separable. Besides, expansion of encoder feature representations with the use
of more number of kernels towards the depth of encoder architecture was also found to contribute for improved enhance-
ment [PL16]. Such a large number of filters would ensure redundant representation of the input spectrum as multitudes
of resolution in the depth of the network.
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Figure 3.2 – Transformation in a 2D convolution layer of CNN-SE.

However, as the depth of CNNs grows, the number of their parameters also grows and this limits their applicability in
low-end and embedded devices. On the other hand, RNNs are capable to model long dependencies with only one or a few
stacking layers. Weninger et al. [WEW+15] used LSTMs recurrent neural networks to model the long-term dependencies
in the frames. Networks that combine CNN and RNN layers (CNN RNN-SE) were also considered recently [ZZTL18],
[NBP+17]. In these networks, the CNN layers specialize in feature extraction and the RNN layers in modeling the
longer dependencies among frames. The CNN RNN-SE architectures have been shown to exhibit better generalization
of speakers and noise in unseen test conditions [TW18] because of the fact that the RNN module can constructively
integrate information among the frames, like formant transitions carrying the speaker information. A typical CNN RNN-
SE architecture is shown in Figure 3.3 with LSTM as the RNN module. The LSTM layer placed at the top of the
architecture models the temporal dependency among the frames on the feature maps produced by the final convolution
layer. However, due to the repeated applications of convolution kernels on the input, the time-frequency resolution of
the input spectrum would have been damaged. Therefore, the LSTM layer placed at the top could only see an abstract
representation of the input noisy spectrum. Hence, it is not an optimal modeling of the temporal dependency among
successive frames. To this end, we presented in [SCS+20] a new approach that combined the feature extraction and
dependency modeling into a single unified framework, in which features are being extracted recurrently over time. This
modeling is discussed next.
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Figure 3.3 – Convolutional recurrent speech enhancement network (CNN RNN-SE) with LSTM as the RNN mod-
ule [ZZTL18], [NBP+17].

3.2 A recurrent feature extraction for speech enhancement

The temporal dependency modeling with LSTM or GRU layers have been used in the past enhancement models.
However, such models with CNN layers as the front-end smooth the input spectral information being presented to the
recurrent layer towards the end of the model architecture. Therefore, limits their visibility to model finer – frequency
localized– temporal dependencies in the spectrum. Convolutional LSTM [SCW+15] or GRU [BYPC15] have been
proposed to better preserve the spatial resolution of a 2D representation while modelling the temporal dependency. Sim-
ilarly, TS Hartmann, in [Har18], added recurrent connections into the CNN layers, whereby has improved the accuracy
of image classification in noise. The new feature extraction module was then called gruCNN.

Investigating the prospect of gruCNN neural module to model speech, we introduce a new feature extraction frame-
work for speech enhancement – where the features are being extracted recurrently over time with the reinforcement of
context-awareness. With the inclusion of the recurrency factor into the feature extracting layers, the proposed gruCNN
enhancement model (gruCNN FC–SE) learns to extract features that are maximally relevant in each time instance. In
contrast to the CNN models with an architecture presented in Figure 3.3, gruCNN FC–SE model is robust of having
refined features in the layers of the network, while at the same time reducing the parameter complexity considerably.
This is because of the fact that the two-stage modeling with initial convolution layers followed by a fully connected layer
does not give attention to the local recurrency patterns in the input spectrum, leading to the lack of qualitative features at
the front-end – as elaborated in detail below.

gruCNN FC–SE defines the speech enhancement on the STFT domain of the signal. Let Xk be the slice of kth

frequency bin values over time, from the noisy input spectrum X , such that Xk = [x1, ...., xT�1, xT ]; where T is the



Chapter 3. Neural Networks for Speech Enhancement in Feature Domain 55

total number of frames considered. Then, the probability of Xk to happen can be expressed as

p(Xk) = p(x1, ...., xT�1, xT ) (3.2)

with the product rule of probability, the joint distribution can be redefined as the product of individual probabilities:

p(Xk) =
TY

t=1

p(xt/xt�1, ..., xt�T ) (3.3)

Preserving this statistical structure is essential when designing speech enhancement models to ensure the auto-
regressive nature of predictions. Moreover, the quality of enhancement will be determined by how accurately this
dependency is being modelled. Though there may have been some inter-bin dependencies between the spectral bins
within a frame, as k varies from 1 to K (the final bin), present modelling has not considered that for it may be trivial
compared to the temporal dependency. With this decomposition, only the past dependencies are considered for the model
to be causal.

In conventional speech enhancement neural models [ZZTL18][NBP+17] with the architecture displayed in Figure
3.3, the temporal recurrency of speech was modelled by fully connected recurrent neural network (FC-RNN) layers such
as LSTM [HS97] or GRU [CGCB14] cells, employed towards the end of model architecture. Therefore, the front-end
feature extraction with CNN layers and the back-end recurrency modelling with FC-RNN operate independently. Such
a modeling, without counting recurrency factor at the feature extraction level, leads to the lack of qualitative features
at front-end. Further, due to the inherent fully connected nature of FC-RNN, the bin-wise recurrency factor described
in (3.3) has been ignored.

In contrast, the gruCNN layers are designed to model the local recursion over time with the use of convolution kernels
of fixed dimension to trace the local statistics of previous frame to be integrated into the current feature estimation. At
a given frame index t, the new feature extraction layer (gruCNN) has inputs the previous layer output xt – which is
the noisy speech spectrum at the beginning layer – and the feature status of the previous frame (ht�1). This is being
processed through the nonlinear transformations in (3.4) – (3.7) to get the feature representation of the current frame
(ht). Whereby, the feature map ht encodes information from the current frame together with the past context.

zt = �(Wzh ⇤ ht�1 +Wzx ⇤ xt) (3.4)

rt = �(Wrh ⇤ ht�1 +Wrx ⇤ xt) (3.5)

ĥt = tanh(Whh ⇤ (rt � ht�1) +Whx ⇤ xt) (3.6)

ht = zt � ht�1 + (1� zt)� ĥt (3.7)

where the operations ⇤ and � indicate convolution and element-wise matrix multiplication, respectively. While training
in this setting, the network will learn the optimal kernels (Wzh, Wzx, Wrh, Wrx, Whh and Whx) that maximize the
local bins recurrency, whereby ensure the best features at the layers. It is worth to note that unlike fully connected RNN
cells [CVMG+14], [HS97] that use matrix operation to model the long-term context, the gruCNN has kernel coefficients
that are shared, which in turn reduces the parameter complexity.

By layering a set of gruCNN modules one after another, the gruCNN FC–SE network has the final structure shown in
Figure 3.4. At the end of model architecture, it is a time distributed fully connected layer which regresses the recurrently
extracted features into the enhanced spectral bins. These predictions are combined with the noisy phase information to
reconstruct back the enhanced speech samples.
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Figure 3.4 – gruCNN SE: Speech enhancement with gruCNN as layers.

3.2.1 Model configuration and database selection

As the primary focus is on evaluating the efficacy of suggested recurrent feature extraction strategy over the conven-
tional CNN architecture, the comparing models should have had the same structural setting. To this purpose, a model
without any recurrent connections in the feature extracting CNN layers is considered (CNN FC–SE). Since it does not
incorporate any form of temporal recurrency at all in its modeling, the architecture is similar to Figure 3.3, but with the
replacement of the LSTM with a fully connected (FC) layer. Secondly, to quantify the benefits of recurrency modelled
precisely at the feature extraction stage, a model rather having the front-end CNN layers followed by the standard fully
connected LSTM cell [GSC99] (CNN LSTM–SE), having the exact structure shown in Figure 3.3, is implemented. The
LSTM cell was selected instead of GRU for they have shown better enhancement, as have been reported in the past
studies [ZZTL18][NBP+17].

All the models considered have six convolutional layers (recurrent/casual) followed by the final fully connected
(recurrent/casual) layer. The convolutional kernels of each layer are set to be of [3 ⇥ 3] size. The filter size was selected
to be of basic for swiftly isolate the performance gain by different models. Each layer of the models has had channel
depth of 256 with Parametric ReLU (PReLU) activation. Further details about the individual layers are highlighted in
Table 3.1, for an input tensor of shape [1, 161, 128, 1].
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Table 3.1 – Layer-wise description of different models

Layer CNN FC-SE CNN LSTM-SE gruCNN FC-SE Output shape
1 [3⇥ 3] CNN [3⇥ 3] CNN [3⇥ 3] gruCNN [1, 161, 128, 256]
2 [3⇥ 3] CNN [3⇥ 3] CNN [3⇥ 3] gruCNN [1, 161, 128, 256]
3 [2⇥ 1] Maxpool [2⇥ 1] Maxpool [2⇥ 1] Maxpool [1, 81, 128, 256]
4 [3⇥ 3] CNN [3⇥ 3] CNN [3⇥ 3] gruCNN [1, 81, 128, 256]
5 [3⇥ 3] CNN [3⇥ 3] CNN [3⇥ 3] gruCNN [1, 81, 128, 256]
6 [2⇥ 1] Maxpool [2⇥ 1] Maxpool [2⇥ 1] Maxpool [1, 41, 128, 256]
7 [3⇥ 3] CNN [3⇥ 3] CNN [3⇥ 3] gruCNN [1, 41, 128, 256]
8 [3⇥ 3] CNN [3⇥ 3] CNN [3⇥ 3] gruCNN [1, 41, 128, 256]
9 FC LSTM + FC FC [1, 161, 128, 1]

Data Set (Training and Testing): The speech set is a selection of ten British English speakers – both male and
female – from the Voice Bank speech corpus [VYK13], each of which has around 400 clean utterances. Eight speaker’s
data were used for training, and the remaining two (one male and one female) were reserved for performance testing.
The noisy mixtures were created manually. The noises are from [Loi13], which contains 20 different types of common
environmental noises. Fourteen of which were used for the training, and the remaining six were used as the unseen noises,
under which the models are tested. For training set mixtures, each speech sample was masked by a random training set
noise at a random SNR point from [0, 5, 10, 15, 20] dB. A similar process has been followed for the test set, but with the
unseen noises at unseen SNR points of [2.5, 12.5, 22.5] dB.

Although the original speech was sampled at 48 kHz, it was down-sampled to 16 kHz for our experiment as in
[MSATS19] [RPS18]. The 16 kHz sampled signals were framed into 20 ms frames with 10 ms overlap. The frames
were Fourier transformed into 320 points. The log-power spectra feature is the domain on which the enhancement task
is modeled [Por80]. Therefore, the frequency dimension of input spectrum is halved to 161 points, due to the spectral
symmetry.

Model Training: All the comparing models are trained in an end-to-end mode, where the losses are computed
directly between the magnitudes of predicted (Ŷ (k, t)) and target (Y (k, t)) STFT components. For each noisy-clean
training set pair (X,Y ), the model parameters are optimized by minimizing the mean square error (MSE) objective
function

LX,Y =
1

T ⇥K

t=T,f=KX

t=1,f=1

(|Y (k, t)|� |Ŷ (k, t)|)2, (3.8)

where K denotes the dimension of frequency axis that is 161, and the variable T is the number of time frames recurrently
generated in the training process; which has been set to T = 128. The T value for testing varies based on the input
signal duration for the recurrency is being modeled over the temporal axis. The loss was minimized by the Adam
optimizer [KB14] with an exponentially decaying learning rate method with learning rate = 0.001, decay steps = 20,000
and decay rate = 0.99.

Procedure: Typically, speech processing models have to be evaluated both in terms of quality and intelligibility
of enhanced samples, as both the factors play its’ role in understanding speech. Particularly, in the case of speech
enhancement, the masking of noise could seriously inflict the intelligibility and perceived quality of the signals. As such,
we had to have multiple objective metrics to objectively measure quality and intelligibility.

For the quality assessment, the perceptual evaluation of speech quality (PESQ) [HL07] metric based on the ITU
P.862.2 standard in a wide-band setting is used. The PESQ ranges between 1.02 and 4.56, as higher the value better
the sample quality. Secondly, a set of composite quality metrics that have shown high correlations with mean opinion
score (MOS) are chosen [Loi13]; 1) composite measure for signal distortion (CSIG) which predicts the MOS by speech
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distortion independently from background noise. 2) composite measure for background noise (CBAK), which predicts
the MOS by background noise intrusiveness, solitarily. 3) composite measure for overall sample quality (COVL) which
predicts the joint MOS by counting speech restoration and noise intrusiveness. The MOS predictions vary between 1 to
5, with higher the number better the samples upon each category.

For the intelligibility assessment of enhanced samples, the short-time objective intelligibility (STOI) [THHJ11]
metric is employed, as it has proved to be highly correlated to the subjective intelligibility scores. The STOI ranges
in 0 to 1, with higher values representing more intelligible speech. Ultimately, the most direct way to measure the
intelligibility gain is with Signal to Noise Ratio (SNR), which directly computes the ration of the speech power to the
noise power. The SNR computed on the segmental level – Segmental SNR (SSNR) metric – [Loi13] is used as the second
intelligibility metric. SSNR is measured in the logarithmic domain, where the range is of any real value.

After all the model has to be validated with the listeners as they are the final beneficiary. A wide-scale subjective
evaluation of the quality of enhanced samples has been conducted. The mean opinion score (MOS) evaluation was with
normal hearing native English listeners. Where, the listeners were asked to rate the quality of the samples based on the
noise artifacts present, on a scale of 1-5 (0 – very annoying artifacts, 5 – no artifacts at all). In total, 20 participants had
participated in the MOS evaluation study.

3.2.2 Observations and Discussion

The mean objective scores on 220 test samples at each noise condition are displayed in Table 3.2. Along with the
processing types, the scores of unprocessed noisy speech have also been included to better understand the relative gain.
Compared to the CNN FC–SE architecture, which does not incorporate any form of recurrency described in Equations
(3.2) to (3.3), the suggested gruCNN FC–SE model with recurrency modelled in the feature extraction layers, has
distinctly outperformed in all the metrics. This gain is almost consistent across the noise conditions. With the inclusion
of global recurrency, the performance of CNN LSTM–SE has improved over CNN FC–SE. This broadly conveys the
benefits that can be achieved through temporal inclusive modeling of speech.

When comparing the two recurrent models, the proposed gruCNN FC–SE, that is concerned of the bin-wise recur-
reny factor, has shown better enhancement over CNN LSTM–SE. Even at the higher SNR point of 22.5dB, where the
noise attributes are expected to be mild, gruCNN FC–SE model elicited noticeable enhancement, showing an SSNR
intelligibility gain of up to 1.5 dB over the other methods. This gain must be attributed to the qualitative restoration of
speech components with the suggested feature extraction strategy.

Regarding the consistency of model predictions in different noise types, the model enhancements under the two
unseen noise conditions are plotted in Figure 3.5. The upper panel shows construction noise (type–1) while the lower
panel refers to street noise (type–2). Since type–1 noise is quite stationary and has the spectral energy that is distributed
uniformly in a very wide frequency band (0 - 3 kHz), it is straightforward for a network to get a frequency smoothed
estimate of the noise statistics. While type–2 noise (street) are highly localized at the lower band (0 - 0.5 kHz) of the
spectrum (marked by a straight line in Figure 3.5). Unless the model looks into the local statistics of the spectrum,
these noise activities could easily be miss-classified as speech events. We suggest that this explains the performance
of CNN FC–SE and CNN LSTM–SE, whereas gruCNN FC–SE seems to be successful in disentangling out the noise
activities by exploiting the local patterns.

The subjective scores of different models are displayed in Table 3.3. In line with the objective measures, the suggested
gruCNN FC–SE model is ranked closer to the clean speech with a score of 3.16 on the five point scale, while there was
not any statistically observable difference between the scores of the other two methods.

Pragmatically, the performance gain of a neural model could be argued by the additional parameters that are floated
into the modeling. To this end, the parameter counts of different models are shown in Table 3.4. CNN FC–SE is the least
complex among the models and indeed its performance has been much lower than the other two models. On the other
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Table 3.2 – Objective measures enumerating the performance

Noise level Metric Noisy CNN FC-SE CNN LSTM-SE gruCNN FC-SE

2.5 dB

PESQ 1.20 1.41 1.51 1.57

STOI 0.68 0.71 0.72 0.74

COVL 1.58 1.96 2.15 2.22

SSNR - 3.63 2.39 3.20 3.94

12.5 dB

PESQ 1.49 1.87 2.01 2.08

STOI 0.77 0.78 0.79 0.80

COVL 2.11 2.59 2.74 2.83

SSNR 3.24 7.61 7.85 8.96

22.5 dB

PESQ 2.27 2.47 2.58 2.66

STOI 0.85 0.83 0.84 0.85

COVL 3.05 3.20 3.30 3.41

SSNR 12.26 11.21 11.14 12.83

Figure 3.5 – Model enhancement under construction (upper panel) and street (lower panel) noise
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Table 3.3 – Mean opinion score (MOS) with standard error

Metric Noisy CNN FC-SE CNN LSTM-SE gruCNN FC-SE Clean

MOS 2.01±0.97 2.75±0.92 2.77±0.89 3.16±0.92 4.86±0.42

Table 3.4 – Model parameters count in Million (M)

Metric CNN FC-SE CNN LSTM-SE gruCNN FC-SE

Parameters 11.13M 36.10M 27.22M

hand, the suggested gruCNN FC–SE produces far better enhancement with only 75% parameters of the CNN LSTM–
SE. This reduction in parameter complexity is from the replacement of the fully-connected LSTM cell with the fixed
kernels of gruCNN to model the temporal flow. All of which indicates the potentiality to have it implemented on
computationally constrained applications, like hearing aids. A Tensorflow implementation and enhanced samples from
the model are provided at 1 2.

3.3 A bidirectional recurrent feature extraction technique

The usefulness of the gruCNN layer was explored for speech enhancement in the above section for modeling the
forward dependencies among 2D spectral frames. However, in applications where the processing can be done offline
using the whole sequence of spectrograms, it would be beneficial to include the future context into the modeling to further
reinforce the context-awareness of the enhancement model. Motivated from this fact, we introduce the bidirectional
extension of gruCNN, called BigruCNN cell, that can model dependencies both in the forward and backward directions
of time. To test the efficacy of the suggested BigruCNN layer, a deep enhancement network with BigruCNN layers
(BigruCNN-SE) was implemented. BigruCNN-SE avoids the initial CNN layers and relies only on BigruCNN layers
for the feature extraction. Besides, as in the gruCNN-SE model, it is expected that this architecture performs well in
noisy speech enhancement over the convolutional recurrent network, because it integrates the relevant features over time
before the signal is being too abstract. Apart from its ability to extract information from noisy data, the BigruCNN-SE
has a relatively small number of parameters due to shared weights in the GRU kernels as in the case of gruCNN, which
is highly desirable for practical applications.

Extensive evaluations of the BigruCNN-SE have been conducted both in seen and unseen noise conditions on a
multi-speaker data set. In objective evaluation, the suggested BigruCNN-SE model shows better generalization to unseen
conditions, with the extended short-time objective intelligibility (ESTOI)[JT16] scores of 2.5 to 5.0% points higher than
the traditional CNN based model. Compared to data-independent statistical enhancement models, the performances
of both CNN and BigruCNN models slack in unseen noise cases relative to the seen condition. However, the relative
performance gain of BigruCNN-SE over the CNN network was retained even at the lowest SNR. The subjective evaluation
of the perceptual quality yielded a relative Mean Opinion Score (MOS) improvements of 0.2 and 0.4 at 0 dB and 5 dB
SNRs, respectively. Equally important is the reduction in the number of parameters, where the BigruCNN-SE model has
had only 19% parameters than that of the CNN architecture. The mathematical modeling that leads to BigruCNN cell
and the BigruCNN-SE architecture is discussed next.

1
https://www.csd.uoc.gr/˜shifaspv/IEEE_Letter-demo

2
https://github.com/shifaspv/gruCNN-speech-enhancement-tensorflow

https://www.csd.uoc.gr/~shifaspv/IEEE_Letter-demo
https://github.com/shifaspv/gruCNN-speech-enhancement-tensorflow
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3.3.1 Bidirectional gruCNN (BigruCNN) module

Our analysis is based on speech data, but it can be applied to other one-dimensional time series. Let X = |STFT (s)|2 2
RN⇥T be the squared magnitude of the short-time Fourier transform (STFT) of the signal s(t), where N is the number
of frequency bins and T is the total number of frames. Also, let Xk = X[k, :] be the slice of kth frequency bin. To
simplify the notation the index k will be omitted from the frames and we write vector Xk as Xk = [x1, ..., xt, ..., xT ].

As such, the joint probability of the vector Xk can be expressed as

p(Xk) = p([x1, ..., xt, ..., xT ]). (3.9)

Using the chain rule of probability, p(Xk), can be decomposed as

p(Xk) =
TY

i=1

P (xi|x<I), (3.10)

where x<i = [x1, . . . , x(i�1)]. This is the forward decomposition.

Alternatively, p(Xk), can be expressed as

p(Xk) =
TY

i=1

p(xi|x>I), (3.11)

where x>i = [x(i+1), . . . , xT ]. This is the backward decomposition.

The probability p(xi|x<i) is conditioned on the past samples and can be modelled with a forward RNN, while the
probability p(xi|x>i) is conditioned on the future samples and can be modelled with a backward RNN.

In many speech processing applications, including speech enhancement, future samples are generally available.
Therefore, in order to make more informed predictions the joint conditional probability p(xi|x<i, x>i) is modelled
with a bidirectional recurrent network. The above formulation is a strong model of speech auto-regression, for it has
taken into account the frequency modulation over time.

Although different recurrent cells like bidirectional LSTM [HXY15] and GRU [CGCB14] are commonly used to
model the recursion patterns in a 2D spectrum, these RNN cells ignore the spatial resolution over the frequency axis due
to the inherent fully connected nature of the cells. To this end, we now introduce the proposed Bidirectional gruCNN
(BigruCNN) neural module which can trace the local spectral statistics.

BigruCNN module has internally a set of kernels with fixed dimension that model the forward, p(xt|x<t), and the
backward, p(xt|x>t), local dependencies. The kernels search for local features in the past and future frames to be
integrated into the current feature estimation.

The forward and backward information streams are modelled separately with two sets of kernels, as depicted in
Figure 3.6. Information propagates forward in the bottom sub-module, while the direction is reversed in the top sub-
module. The input series {xt}Tt=1 is a common input to both sub-modules, while the second input is sub-module specific.
This is the past, ht�1, and future, ht+1, feature states for the forward and backward modules, respectively. Subsequently,
the two inputs at the forward block are being subjected to the non-linear transformations

�!zt = �(W f
zh ⇤
�!
h t�1 +W f

zx ⇤ xt) (3.12)

�!rt = �(W f
rh ⇤
�!
h t�1 +W f

rx ⇤ xt) (3.13)

�̂!
ht = tanh(W f

hh ⇤ (rt �
�!
h t�1) +W f

hx ⇤ xt) (3.14)
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Figure 3.6 – Block diagram of the BigruCNN cell. Red arrows indicate the point from which the processing start at each
sub-module with h0,hT+1 = 0.

�!
h t = zt �

�!
h t�1 + (1� zt)�

�̂!
ht, (3.15)

to get the forward feature representation,
�!
ht, for the current frame. Similarly, the inputs at the backward sub-module are

being transformed with
 �zt = �(W b

zh ⇤
 �
h t+1 +W b

zx ⇤ xt) (3.16)

 �rt = �(W b
rh ⇤
 �
h t+1 +W b

rx ⇤ xt) (3.17)

 ̂�
ht = tanh(W b

hh ⇤ (rt �
 �
h t+1) +W b

hx ⇤ xt) (3.18)

 �
h t = zt �

 �
h t+1 + (1� zt)�

 ̂�
ht, (3.19)

to generate the backward feature representation,
 �
ht. The operations ⇤ and � indicate convolution and element-wise

matrix multiplication, respectively.

The kernel set {W f
zh,W

f
rh,W

f
hh} operates on the forward feature map tracing any spatial patterns in the forward

direction. Similarly, the other set {W b
zh,W

b
rh,W

b
hh} operates on the backward feature map searching for the backward

spatial patterns. On the other hand, the input-to-hidden kernels {W f
zx,W

f
rx,W

f
hx,W

b
zx,W

b
rx,W

b
hx} search for local input

patterns. The outputs of the forward and backward feature representations are concatenated to form the final features

ht = [
�!
ht,
 �
ht], (3.20)

where the feature map, ht, encodes the statistics of current frame in the context of the past and future frames. During
training, the kernel coefficients are optimized so that to maximize the localized dependencies in the frequency axis, and
propagate the best features along the frames. Unlike the fully connected RNNs that use matrix multiplications in the
input-to-state and state-to-state transitions, the BigruCNN has fixed size kernels which considerably reduces the model
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parameters.

Figure 3.7 – a) clean spectrum. b) noise masked spectrum.

3.4 BigruCNN speech enhancement network (BigruCNN-SE)

A deep network with BigruCNN layers is constructed for speech enhancement in the spectral domain of speech. Only
the magnitude of short-time Fourier transforms (STFT)[Por80] is considered, leaving the phase untouched. As such, the
network objective is to extract relevant features from noisy magnitude spectrum at the input to restore the clean spectral
magnitudes.

An example of clean and noise masked spectra is plotted in Figure 3.7, with spectral intensity as brightness. It is
observable from Fig. 3.7(a) that the speech activities are localized in time. Besides, the transitions of spectral activities
over time, e.g., transition of harmonics or formants, which contain essential information about the speaker, are frequency
localized. While considering the masking of noise, Fig. 3.7(b), spectral regions are masked randomly without any clear
pattern. Therefore, exploring the time-frequency localized characteristics in the spectrum in its full resolution is crucial
for effective restoration of the noise-masked speech components.

In conventional speech enhancement models in time-frequency domain [TW18, ZZTL18, NBP+17, HOZC20],
[XSWN20] (refer to Figure 3.3), the temporal dependency among frames is modeled with the use of fully connected
recurrent neural network (FC-RNN) layers, like LSTM [HXY15] or GRU [CGCB14], after a series of CNN front-end
feature extraction layers. This filtering with CNN layers compresses the resolution of input spectrum to the FC-RNN
layer, which hence could only see an abstract representation of the noisy input. Moreover, the FC-RNN can not preserve
the spatial resolution over the frequency axis due to its inherent fully connected operations in the input-to-state and state-
to-state transitions. To this end, we now present the use of BigruCNN module that are designed to preserve the spatial
resolution in both axis when modelling the temporal dependency.
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Figure 3.8 – BigruCNN-SE: Speech enhancement network with the BigruCNN as layers.

The BigruCNN cells are placed as the fundamental feature extraction layers of the proposed enhancement model (
Figure 3.8 ). Since the temporal dependency is modelled at each layer starting from the input, transitions in the spectrum
are captured as different levels of abstraction. Every layer has a set of 2D convolution kernels with different dimensions
operating on the input and hidden states, the details of which are provided in the experimental section. The output
dimensions at each layer, for an input spectrum with frequency resolution F and time resolution T , are also marked. The
frequency dimension of the ith layer output Fi is determined by the BigruCNN kernel parameters as

Fi = [(Fi�1 �Hi + 2P f
i )/S

f
i ] + 1, (3.21)

where Hi is the height of the 2D convolution kernels, {W f
zx,W

f
rx,W

f
hx,W

b
zx,W

b
rx,W

b
hx} in Equations 3.12 – 3.19, in

the layer i. P f
i is the size of zero-padding at the input along the frequency dimension, that was set to be [Hi � 1]/2.

Hence, Equation 3.21 reduces to

Fi = [(Fi�1 � 1)/Sf
i ] + 1. (3.22)
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Similarly, the time axis is transformed with the kernels width Wi as

Ti = [(Ti�1 �Wi + 2P t
i )/S

t
i ] + 1, (3.23)

with setting zero-padding along time P t
i = [Wi � 1]/2, the above expression reduces to

Ti = [(Ti�1 � 1)/St
i ] + 1. (3.24)

where St
i defines the stride along the time axis.

In summary, the size of frequency and time axis at the output of a BigruCNN module is determined purely by the
stride factors Sf

i and St
i , respectively. Since the compression of time resolution would lead to the loss of time localized

events in the spectrum, we preserved the full resolution of the time axis across the layers. This is done by setting St
i = 1,

in Equation 3.24, for all i. The channel dimensions C1 and C2 are layer hyper-parameter.

Also note that the output of BigruCNN module will have the channel dimension double that of the forward and
backward sub-modules due to the reason that the concatenation in Equation 3.20 was performed over the channel axis.
By looking at the already extracted features in the neighboring frames, the model will distill the feature representation for
current frame to be the best fit in the context. At the top of the architecture, there is a fully connected layer that regresses
the recurrently extracted features into the enhanced spectral bins. These predictions are combined with the noisy phase
information passed from the input to reconstruct the enhanced waveform.

3.4.1 Model configuration and database selection

As the primary focus is on evaluating the efficacy of suggested recurrent feature extraction module against the con-
ventional CNN module, a convolution-recurrent network (CNN BiLSTM-SE), with CNN layers as front-end to extract
features followed by a Bidirectional LSTM (BiLSTM) [GSC99] back-end to model the dependency over frames, was
constructed. The LSTM was selected instead of GRU for recurrency modelling as they were found performing better
in our initial experiments. This corresponds closely with the past speech enhancement studies where LSTM have been
reported for modelling the temporal dependency in speech spectrum [TW18], [ZZTL18]. Besides, in order to see the
performance gain of data-driven models over signal processing approach, we considered the Wiener filtering for speech
enhancement suggested in [PMS06] as the Wiener filtering has been widely used in many real world applications.

Both the neural models considered have five layers in total; initially a series of casual or recurrent convolution
followed by the fully connected regression. The frequency-time resolutions of convolution filter at each layer are provided
in Table 3.5. The strides of convolution for CNN BiLSTM-SE layers are set to [2,1], [2,1], [1,1], starting from the
beginning. The layers have channel depth of 128 kernels. Parametric ReLU (PReLU) activation was used across the
layers, except in the final layer where a normal ReLU activation is used to limit the predictions to positive value.

Table 3.5 – Layer-wise description of the two neural models

Layer CNN BiLSTM-SE BigruCNN-SE

1 [5⇥ 5] CNN [5⇥ 5] BigruCNN

2 [5⇥ 5] CNN [5⇥ 5] BigruCNN

3 [3⇥ 3] CNN [3⇥ 3] BigruCNN

4 BiLSTM (1024) [3⇥ 3] BigruCNN

5 FC FC
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Since each BigruCNN layer outputs concatenated tensor of the forward and backward feature maps, the channel
dimension at the layer output is doubled, as depicted in Figure 3.9. Which will be the input to the next layer. Hence,
the kernels of BigruCNN operating in the input space have double channel dimensions than that of the kernels operating
on the feature maps; except at the beginning layer where the input spectrum is of unit depth. To be explicit, the exact
dimensions of the kernels for the BigruCNN-SE layers are presented in Table 3.6. The naming is followed from Equations
(3.12) – (3.19), where the superscripts have been omitted for notational simplicity as the dimensions of kernels are similar
in the forward and backward sub-modules. By setting stride = 2 along the frequency dimension, based on Equation 3.22,
the frequency resolution is nearly halved in the initial two layers. While the kernels operating on feature domain Wzh,
Wrh, Whh have a unit stride across the layers. Figure 3.9 provides a detailed view of how a two dimensional input
spectrum is transformed and combined in BigruCNN module for the speech enhancement network.

Table 3.6 – Dimensions of the kernels at each layer of the BigruCNN-SE model. The kernels alignment is [Frequency ⇥
Time ⇥ Input channels ⇥ Output channels]

Layer Specification Wzx, Wrx, Whx Wzh, Wrh, Whh

1
filter size [5⇥ 5⇥ 1⇥ 128] [3⇥ 5⇥ 128⇥ 128]

filter stride [2⇥ 1] [1⇥ 1]

2
filter size [5⇥ 5⇥ 256⇥ 128] [3⇥ 5⇥ 128⇥ 128]

filter stride [2⇥ 1] [1⇥ 1]

3
filter size [3⇥ 3⇥ 256⇥ 128] [1⇥ 3⇥ 128⇥ 128]

filter stride [1⇥ 1] [1⇥ 1]

4
filter size [3⇥ 3⇥ 256⇥ 128] [1⇥ 3⇥ 128⇥ 128]

filter stride [1⇥ 1] [1⇥ 1]

Data Set (Training and Testing) : The speech data-set is a selection of twelve British English speakers – both male
and female – from the Voice Bank speech corpus [VYK13], each of which has around 400 clean utterances. Ten speaker’s
data were used for training, and the remaining two (one male and one female) were reserved for testing. Although the
original speech were sampled at 48kHz, it was down-sampled to 16 kHz for our experiment as in [MSATS19][RPS18].
The noisy mixtures were simulated manually. The noises are from the DEMAND data set [TIV13], which contains 6
main categories of real world noise – Domestic, Nature, Office, Public, Street, Transportation – recorded at 16 kHz. In
each of these categories there were recordings at different acoustics, adding up to 15 noise recordings in total. Ten of
which were used for the training and the remaining five, selectively picked from each category, were used as the unseen
noises to test the model. Although the actual DEMAND set had multiple channels, we extracted the first microphone
recordings for the experiments. Before adding the noise, all clean speech files were root mean square (RMS) normalized
to -26 dB level to avoid any loudness issues while training. To create the noisy training mixtures, each clean training
sample was added with a random noise sample from the training set at a random SNR point from [0, 5, 10, 15] dB.
Testing of the trained models has been done under both seen and unseen noise conditions; the seen are the noises from
the training noise set and the unseen are the left-out noises from training. Subsequently, speech samples from the clean
test set are mixed with random seen and unseen noises at [0, 5, 10, 15] dB to create the corresponding seen and unseen
noisy mixtures.

The 16 kHz sampled signals were short-time Fourier transformed (STFT) with frame size 20 ms, hope size 10 ms, and
320 FFT points. Only the magnitude spectrum was enhanced while keeping the phase unchanged for the reconstruction.
Because of the spectral symmetry, only the first half ( 161 points ) of the STFT magnitude spectra was cleaned by the
networks.
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Figure 3.9 – Feature extraction in the BigruCNNs of the enhancement network; where X is the layer input, and
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H and �

H are the forward and backward feature streams, respectively, while H is the layer output.

Model Training: Both neural models have been trained in an end-to-end mode, where the losses have been computed
directly between the magnitudes of predicted (Ŷ (k, t)) and target (Y (k, t)) STFT components. For each noisy-clean
training set pair (X,Y ), the model parameters are optimized by minimizing the mean square error (MSE) objective
function

LX,Y =
1

T ⇥K

t=T,f=KX

t=1,f=1

(|Y (k, t)|� |Ŷ (k, t)|)2, (3.25)

where K denotes the dimension of frequency axis that is 161, and the variable T is the number of time frames recurrently
generated in the training process; which has been set to T = 128. The T value for testing varies based on the input
signal duration. Note that the recurrency is being modeled over the temporal axis. The loss was minimized by the Adam
optimizer [KB14] with an exponentially decaying learning rate method with learning rate = 0.001, decay steps = 20,000
and decay rate = 0.99. The models were continuously trained for 80 epochs and the model returned at the final epoch is
considered as the final model.
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Procedure: For objective evaluation, the same set of metrics used to evaluate the gruCNN-SE model are used for
the performance assessment of the enhancement network with only a replacement – the STOI is replaced by the ex-
tended STOI (ESTOI)[JT16] for intelligibility measurement which has been proven effective in capturing the temporal
modulation of speech in the measurement, therefore, shows stronger correlation with subjective scores.

The subjective evaluation on the quality of enhanced samples has been conducted among a group of 15 native English
speakers with normal hearing. Individual tests were conducted at input SNRs of 0 dB, 5 dB and 15 dB in unseen
noise condition. The subjects were asked to rate the quality of samples on a scale of 1 to 5, based on the presence of
noise artifacts ( 0 – very annoying artifacts, 5 – no artifacts at all ). Together with the two neural models and Wiener
filter, unprocessed noisy and clean reference files were also included in the evaluation. The responses are averaged and
considered as the mean opinion score (MOS) in each category.

Figure 3.10 – Learning progress of the neural models on training and test data.

3.4.2 Key observations

Analysis of model convergence: Before delving into the numerical comparison of enhanced samples, it is infor-
mative to investigate how well both models have generalized to the enhancement task. Generalization of enhancement
models is a factor of major concern for many practical applications where devices would operate in diverse noise condi-
tions. The best and more direct way to quantify it is by comparing the convergence of loss function that has been used to
train the model.

Often, the noise type that is encountered in deployment may not have been seen in training. This disparity in perfor-
mance can only be quantified with the use of separate noise conditions for training and testing as has been followed in
our experiment. A reliable model therefore must have stable convergence on the training and testing noise conditions. On
this basis, we plotted the convergences of the loss function defined in Equation (3.25) on training and test data as a contin-
uous plot with interpolation between the epochs. It is clear from Figure 3.10 that although the training of BigruCNN-SE
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had started at an higher point compared to CNN BiLSTM-SE, the convergence of the loss function is steeper as training
progresses. Besides, the minima of BigruCNN-SE curve (at epoch 80) is below to that of the CNN BiLSTM-SE. These
facts indicate that the BigruCNN-SE parameter optimization started in a higher manifold, and later is being confidently
converged to an optimal final state.

Besides, the performance disparity between seen (training data) and unseen (test data with unseen noise) conditions is
analysed. It is evident that the deviation of the two curves, for train and test conditions, is smaller in BigruCNN-SE model
compared to CNN BiLSTM-SE. When measured at 80th epoch, the deviation was 5.182 X 10�7 for CNN BiLSTM-SE
and 4.160 X 10�7 for BigruCNN-SE – a 20 % relative reduction. This reduction in performance disparity must have
been due to the better generalization of bidirectional gruCNN module to data distortions, as has been reported in the case
of unidirectional gruCNN module with image data [Har18].

Objective evaluations: The improved generalizability of the proposed model should correspond to better quality of
enhanced samples, where the quality is assessed by the mean objective scores averaged over the test set at different SNR
levels. The results are displayed in Table 3.7. Both the seen and unseen noise conditions are categorized separately. The
scores of unprocessed noisy speech are also included to better understand the relative gains/loses that are produced by
different enhancement strategies.

First, we consider the performance of Wiener filtering approach. The perceptual quality in terms of PESQ, and
intelligibility in terms of ESTOI & SSNR has been improved over unprocessed noisy speech across seen and unseen
conditions. Since it is data independent, there is not much difference in performance between seen and unseen conditions.
However, one must closely examine the CSIG and CBAK scores to identify the source of the gain, for they categorically
count the gains from speech restoration and noise suppression. At very low SNRs, background noise has been suppressed
largely as quantified by the higher CBAK scores over the noisy speech, subsequently resulted to the large improvements
in SSNR. However, in the process, speech components have also been affected, leading to the lower CSIG scores. The
lagging performance of the model at high SNRs must be attributed to this aggressive filtering leading to speech distortions.

Concerning the neural models, the performance varies considerably between seen and unseen noise conditions. At
the lowest input SNR of 0 dB, the performance falls around 2 dB on SSNR scale in unseen case. Nonetheless, the
performances of neural models are still far better than that of the Wiener approach across different noise levels. With
the proposed network, intelligibility improvements of 3.5 to 7.1 dB in seen noise conditions and 2.1 to 6.6 dB in unseen
conditions are achieved compared to the Wiener filter in 0 to 15 dB input adversities. A similar improvement pattern
is observable in other metrics as well. This underlines the fact that the non-linearity modelling in neural networks is
beneficial in enhancement task due to the complex nature of noise attributes. It must also have been the case that the
temporal dependency modeling of speech in the Wiener filtering is relatively basic compared to the neural cells, like
bidirectional LSTM (BiLSTM).

When compare the performances of two neural speech enhancement models, the modelling of BigruCNN module
with recurrency modelled in the local spectral patches seems to have benefited for restoring speech from the mixture.
Table 3.7 tells that the suggested BigruCNN-SE model produced better enhancements both in seen and unseen noise
conditions across the input adversities. Segmental SNR gains of 0.5 to 0.8 dB in seen and 0.5 to 0.7 dB in unseen
conditions are observed over the CNN BiLSTM-SE. While relatively higher differences in intelligibility on ESTOI scale
were observed between the models in unseen conditions compared to seen conditions. In unseen condition, about 5.0%
relative gain in ESTOI at the lowest SNR of 0 dB, and 2.5% relative gain at the highest SNR of 15 dB are observed.
This improved performance in unseen scenarios must be attributed to the speaker generalizability of the BiguCNN-SE
model, for ESTOI is more robust metric than SSNR that takes into account the temporal modulation of speech in the
measurement. Equally, the perceptual quality of processed samples (PESQ) has been improved by 8 – 10% in seen
conditions and 12 – 15% in unseen conditions in reference to the baseline neural model. The reliability of these gains on
PESQ scale is validated by the higher values of CBAK and CSIG. Although the performance of neural models declined
in unseen conditions, BigruCNN-SE model have still retained the relative benefits across input adversity levels. This
further points to the better generalization of BigruCNN module in modelling distorted data as part of the enhancement
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Table 3.7 – Objective performance scores in seen and unseen noise conditions

SEEN NOISE UNSEEN NOISE

Noise level Metric Noisy Wiener CNN BiLSTM-SE BigruCNN-SE Noisy Wiener CNN BiLSTM-SE BigruCNN-SE

0 dB

PESQ 1.25 1.42 1.60 1.76 1.28 1.45 1.49 1.67

CSIG 2.23 1.42 1.73 2.42 2.36 1.61 1.69 2.20

CBAK 1.65 1.85 2.33 2.49 1.61 1.79 2.11 2.27

COVL 1.68 1.32 1.60 2.05 1.76 1.46 1.53 1.88

ESTOI 0.60 0.62 0.67 0.69 0.55 0.58 0.61 0.64

SSNR - 4.09 1.23 4.26 4.73 -4.60 0.78 2.32 2.86

5 dB

PESQ 1.46 1.68 1.91 2.09 1.50 1.69 1.73 1.98

CSIG 2.63 1.77 2.14 2.90 2.70 1.85 1.92 2.67

CBAK 1.99 2.10 2.62 2.80 1.94 2.05 2.43 2.63

COVL 2.01 1.62 1.98 2.46 2.05 1.69 1.77 2.28

ESTOI 0.69 0.71 0.74 0.75 0.65 0.68 0.69 0.72

SSNR -1.33 1.92 5.72 6.53 -1.99 1.65 4.48 5.22

10 dB

PESQ 1.77 2.03 2.24 2.43 1.81 2.01 2.03 2.34

CSIG 3.07 2.18 2.48 3.36 3.11 2.18 2.24 3.22

CBAK 2.40 2.37 2.92 3.08 2.35 2.32 2.75 2.97

COVL 2.40 2.02 2.34 2.87 2.44 2.00 2.10 2.75

ESTOI 0.76 0.77 0.78 0.79 0.74 0.76 0.75 0.78

SSNR 2.07 2.45 7.30 8.15 1.26 2.33 6.56 7.28

15 dB

PESQ 2.17 2.42 2.54 2.80 2.22 2.36 2.35 2.72

CSIG 3.55 2.65 2.71 3.77 3.57 2.56 2.53 3.69

CBAK 2.89 2.64 3.19 3.39 2.84 2.58 3.07 3.31

COVL 2.86 2.47 2.60 3.27 2.90 2.38 2.42 3.19

ESTOI 0.82 0.82 0.81 0.83 0.80 0.81 0.79 0.81

SSNR 6.17 2.83 9.14 9.97 5.28 2.79 8.69 9.40



Chapter 3. Neural Networks for Speech Enhancement in Feature Domain 71

network.

Subjective evaluations: The subjective evaluation was conducted at three SNR points: 0 dB, 5 dB and 15 dB. The
evaluation was done in unseen noise conditions and the results are plotted in Figure 3.11. It is clear that the Wiener
filtering has improved the quality of speech across the SNR levels. However, the relative gain is largest at the highest
SNR, which must have been due to the large distortions of speech resulted from the inaccurate estimation of noise at
low SNRs. In contrast, both the neural models have further improved the perceptual quality of samples than the signal
processing approach. Besides, the quality of samples enhanced by suggested BigruCNN-SE model is consistently higher
than that of the other two approaches. Especially in the low SNR range, where MOS improvements of 0.20 points at
0 dB and 0.42 points at 5 dB are observed over the CNN BILSTM-SE model. This dominance at low SNRs must be
attributed to the robust restoration of speech spectral components realized through the multi-level modelling of temporal
dependency as different layers of abstraction in the BigruCNN-SE architecture.

Figure 3.11 – Subjective Mean Opinion Scores at different SNR levels.

To further quantify the disparity in modeling the temporal dependency among the enhancement models, we masked
a speech segment with a non-stationary noise, i.e., noise with a temporally varying character, at different SNRs and the
enhancements are plotted in Figure 3.12. The noise levels were chosen to be the same as the test set SNRs, which are 0, 5,
10, 15 dB. By comparing the noisy spectrum (first column) against the clean spectrum (last column) in Figure 3.12, one
can easily identify the spectral pattern of additive noise as with small strips of large intensity at high frequencies in the
beginning of the spectrum. Isolating such localized activities has been a challenging exercise for speech enhancement
models. For instance, consider the Wiener filtering wherein most portions of the strips have been removed, but, leaving
behind a large channel of speech distortion around that frequency region in the entire duration of the spectrum. This is
because of the fact that the estimation of noise activities in the initial speech absent region identified those frequency
components as the noise source frequencies, therefore are suppressed until a new speech absence region appears to update
the estimate.

When compare the enhancements by CNN BiLSTM-SE and BigruCNN-SE, neither of them has introduced any
large-scale distortion to the speech. However, in the case of CNN BiLSTM-SE, nor the suppression of the noise strips
has been satisfactory, mainly at the low SNR conditions of 0 dB and 5 dB. On the other hand, BigruCNN-SE was highly
effective in detecting and suppressing the localized noise strips without affecting any active speech components. This
performance is visible across the SNR levels. Besides, as the SNR increases, the model starts recovering more and more
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Figure 3.12 – Model enhancements at different input signal to noise ratios (SNRs); (a) 0 dB SNR, (b) 5 dB SNR, (c) 10
dB SNR, (d) 15 dB SNR.

finer speech features in the masked spectrum, making the predictions closer to the clean spectrum. This further validates
the argument that the recurrency over time modeled at different levels of abstraction in the BigruCNN-SE is beneficial to
detect and isolate local activities in the spectrum.

Although the enhancements were carried out in the spectral domain, it might still be useful to see the resulting
changes in the waveform domain. Thus, the reconstructed waveforms from the enhanced magnitude spectrograms using
noisy phase information are plotted in Figure 3.13. The noisy speech is the clean speech masked at 0 dB SNR level by a
random unseen noise from the test set. One could easily perceive the level of speech distortion that has been introduced
by the Wiener filtering technique. While both the neural-based models preserved the speech components, BigruCNN-SE
yielded the closest to the clean waveform enhancement.
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Figure 3.13 – Reconstructed waveforms from enhanced magnitude spectra with the noisy phase information at 5 dB SNR
level.
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Figure 3.14 – Parameter counts of the neural models

Analysis of parameter complexity: Pragmatically, the performance gain of a neural model could be argued by
the additional parameters that are floated into the modeling. To this end, the parameter counts of different models are
presented in Figure 3.14. The Wiener filter was avoided for it only has very few statistical parameters. Although Wiener
filtering is the least complex among the models, the performance of which is much weaker than the other two models
as have seen above. While, the suggested BigruCNN-SE produces a far better quality enhancement with only 19%
parameters than that of CNN BiLSTM-SE model. This reduction in complexity is due to the replacement of the fully
connected BiLSTM layer for modelling the temporal flow with the fixed size kernels of BigruCNN neural module. Such
a large reduction in parameters is highly desirable for low-end devices, like hearing aids. A Tensorflow implementation
of the network is provided at 3.

3.5 Conclusions

In this chapter, the concept of feature domain enhancement of speech was discussed and a few new inventions in
that regard were presented. The speech was first transformed to short-time Fourier transform (STFT) representation,
and only the magnitude of the spectra was enhanced while considering the noisy phase as a replacement for the clean
phase. This was justified by the fact that phase does not contribute much to the intelligibility of speech. Subsequently,
two new novel architectures, namely gruCNN-SE and BigruCNN-SE, were presented for improved enhancement of the
magnitude spectra.

gruCNN is a feature extraction cell with recurrent connections to memorize the past, which was initially suggested for
the image classification task showing robust detection of images in very low SNR conditions. gruCNN-SE network was
built with gruCNN as layers by visualizing the sequence of 2D spectrograms as a time series of which the dependency
has to be modeled. It enabled us to capture the correlations in spectral events at different levels of abstraction; fine
details at the initial layers and coarse details towards the end layers of the network. Both the objective and subjective
evaluations have confirmed the robustness of the proposed system to detect and isolate noise events in the spectrum. The

3
https://github.com/shifaspv/BigruCNN-SE-tensorflow

https://github.com/shifaspv/BigruCNN-SE-tensorflow
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effectiveness of the system is more prominent in non-stationary noises. When the noise spectrum has high variability, it is
much more important to pay attention to the fine structures to isolate them effectively, which explains why the proposed
model outperformed the standard CNN+LSTM model which models the temporal recurrency only on the smoothed
representation of the input spectrum from the CNN layer. Besides, gruCNN cell requires only very few parameters than
the standard LSTM to persist the memory, therefore, the gruCNN-SE architecture is far less complex than the traditional
enhancement models.

Subsequently, a bidirectional extension of gruCNN cell (BigruCNN) is proposed. BigruCNN is presented as a new
neural module to use in applications where we have the entire time series available to model the dependencies in for-
ward and backward directions. In the context of speech, such a model will be useful to clean pre-recorded speech for
applications like clean data set creation, or for no-real time applications in general. BiguCNN-SE network was built with
BigrCNN as layers. The evaluation showed that the proposed BigruCNN layer can further improve the enhancement
process. As in the case of gruCNN-SE, the model was able to generalize better to various noisy conditions. Besides, the
model showed better generalization to unseen conditions than the traditional approaches.

The speech enhancement techniques considered so far have only enhanced the magnitude spectral information while
keeping the phase untouched. In the next chapter, we will be introduced to the importance of the phase of speech, and
will also research on how to develop neural models to jointly enhance the magnitude and phase of the signal.
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Chapter 4

Neural Networks for Speech Enhancement in
Time Domain

The enhancement models described in the last chapter explored the non-linearity modeling capability of neural ar-
chitectures in the feature domain, specifically in the magnitude of the STFT representation of speech, therefore ignore
the phase information. There has been mixed opinion about the enhancement of phase information for various speech
applications. Although many old approaches totally ignore the phase information, some recent studies have reported
the importance of phase in speech enhancement, especially to improve the quality of the enhanced signal [PWS11].
Similarly, the use of enhanced phase spectrum was observed to improve the recognition accuracy of automatic speech
recognizers (ASRs) [FSS+16]. Approaches like the Griffin-Lim algorithm were also suggested to restore the phase
spectrum from the magnitude spectrum of the signal through iteratively minimizing the error between the reconstructed
spectrum and real spectrum [GL84]. Such techniques have been widely used in modern speech synthesizers to enhance
the quality of synthetic voices [WSRS+17].

To analyze the importance of phase to the quality of reconstructed waveform in the context of speech enhancement,
a reconstructed waveform from noisy phase spectrum (at 5 dB SNR) and clean magnitude spectrum (assuming an ideal
enhancement model) is presented in Figure 4.1. It is evident that the replacement of the clean phase with a noisy corrupted
version does not guarantee a smooth reconstruction of the waveform. The impact of phase mismatch is more prominent
in consonant sounds. Although consonants contribute little to sentence intelligibility compared to vowels [KPBL07],
such degradations could result to poor quality of the enhanced signal.

Therefore, having an enhancement strategy that can clean both the phase and magnitude of speech is essential for
quality enhancement. Attempts to enhance the complex STFT spectrum by splitting into real and imaginary spectral
streams were made in the past [FHTL17, HLL+20]. Although such approaches may improve the performance compared
to older models, they would still suffer from the abnormality in spectral estimates in reconstruction. On the other
hand, waveform architectures for speech enhancement have attracted considerable attention recently: WaveNet [RPS18]
and Generative Adversarial Networks (GANs) [PBS17] architecture are being used commonly. They were built on
the waveform domain operating with raw noisy samples as input and the corresponding clean samples as the target.
However, there are some serious limitations for the present state-of-the-art enhancement models: (1) none of them have
given enough attention to the patterns of speech and noise in a noisy mixture when designing their architectures; (2)
the complexity in terms of model parameters and latency in the processing are huge, therefore, they are not suitable
candidates for real-world applications.

As an alternative to alleviate such limitations, we suggest a new shallow time-domain architecture for speech en-
hancement. The model has dilated convolution layers with the dilation factor decreasing over the depth, which is found
effective at exploiting the quasi-stationary nature of speech while suppressing the non-stationary noise in the mixture.
Such a framework was suggested earlier for text-to-speech synthesis to generate speech from the text in an autoreg-
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Figure 4.1 – (a) reconstructed speech from clean magnitude and phase STFT spectrums (b) reconstructed speech from
the clean magnitude spectrum and the noisy phase spectrum (at 5dB noise level.)

gressive manner, called as FFTNet architecture [JFML18]. Therefore, the new speech enhancement model is called
SE-FFTNet. In contrast to the original FFTNet auto-regressive structure, SE-FFTNet processes the entire input in paral-
lel which significantly increases the prediction speed of the model. Furthermore, SE-FFTNet extends the architecture to
a non-causal form for improved acoustic modeling.

4.1 Theoretical background on the design of SE-FFTNet

The neural networks modelling capacity is highly depended on the data set and task on which it is deployed. A
model that performs well on images domain may not be the best promising model for speech application, as the speech
has rapidly varying samples (16 K samples per second) over time in contrast to the image. This variation should be
considered when implementing the neural architecture for speech applications. Even, among the speech applications,
differences between the tasks should be taken into account, i.e., the task of Vocoder is very different from that of a
speech enhancer. In the specified application of speech enhancement, often the noise in the recorded speech will be less
correlated over time than the clean speech. Though many neural models have been suggested for speech enhancement
task in recent years, very few of them had given enough attention to the correlation patterns of noisy speech.

In this context, we explored the long-term correlation of speech through an initial wide dilation pattern architecture.
In contrast to the traditional waveform models which used the local neighbouring samples for extracting the features
from the input mixture, the suggested model accounts the wide apart samples of input. By doing so we expect that the
network could effectively discriminate the noise from clean speech. This idea was motivated by the recently proposed
FFTNet architecture [JFML18]. In FFTNet, the input is split into two equal segments and the merged representation
of the two segments is used as input on the next stage. It has been applied successfully in speech synthesis and has a
reduced computational complexity compared to other neural-based vocoders. The novelty of this architecture is further
important for speech enhancement on exploring the correlation structure of speech and noise.
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Figure 4.2 – Convolution pattern of SE-WaveNet/ SE-InvFFTNet

4.2 Speech enhancement FFTNet (SE-FFTNet)

The time domain models have the ability to capture high-level acoustic features. Their performance superiority has
been proven for many speech applications [ODZ+16]. In the case of speech enhancement, the target is to estimate the
clean speech samples from noisy speech samples. As it would be challenging to model the sample distribution of the
clean speech from the noisy input, we modeled the denoising task as a regression problem: the model will be looking
for the hidden function in the data which represents the mapping from noisy input speech xt to the clean output speech
yt. This is mathematically formulated in Equation 4.1. Here, the objective of the model is to learn the hidden function f

from the given data.

ŷt = f(xt�r1, . . . , xt�1, xt, xt+1, . . . , xt+r2) (4.1)

The model receptive fields enabled the dependency of past xt�r1 and future xt+r2 input samples. The model can be
causal and non-causal depending on whether to consider the future samples or not, while performing the current sample
prediction. This can be done by controlling the variable r2. We have compared the performance of the causal (r2 = 0)
and non-causal model (r2 6= 0) and it has been found that adding non-causality improves the model performance. Hence,
in the rest of the paper, the discussion will be on the non-causal model.

In WaveNet [ODZ+16], sample dependency is introduced by a dilated convolution structure of increasing dilation
rate, having the convolution pattern similar to Figure 4.2. This means the first layer of the network extracts the features
by looking into the immediate behind and ahead samples. Since the speech and noise variation being equally negligible
on these closer time instances, the model may not learn any good discriminating features in its initial layers. This
will be rippled on the following layers. To account for this, one must look into the further apart samples of input
where time domain correlation for speech is expected, in contrast to noise. To model this, inspired by FFTNet, the
suggested SE-FFTNet has the dilation pattern as shown in Figure 4.3. We argue that such an architecture will enable SE-
FFTNet to easier learn the weights which could discriminate the speech from noise. The similar convolution strategy has
been repeated over the layers, until the final enhanced sample is obtained. In other words, SE-FFTNet enables coarser
representation at initial layers and finer towards the end. Thus, helping to propagate much cleaner features from the
bottom layer to the end.

In order to evaluate our hypothesis on the influence of initial versus later wide dilation pattern while keeping the
internal blocks of the network the same, we suggest to investigate an FFTNet structure where a later (similar to WaveNet
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Figure 4.3 – Convolution pattern of the suggested SE-FFTNet

model) dilation pattern is used. We will refer to that model as SE-InvFFTNet and that is shown in Figure 4.2. Therefore,
the dilation structure of the SE-FFTNet shown in Figure 4.3 has been inverted so that to have a local neighbouring
representation of the input as shown in Figure 4.2. It has the dilation pattern similar to the WaveNet presented in SE-
WaveNet, but with a difference: the block convolution is retained as shown in Figure 4.4 in contrast to the WaveNet
residual block. This is needed as the actual WaveNet-SE model and the proposed SE-FFTNet has a different internal
block convolution structure connecting to each layer.

As the denoising model has to compete with real-time computational constraints we have removed the temporal
recurrence on the predicted samples. This means the sample generated at each time instances are totally disjoint, which
was not the case in the initial FFTNet model [JFML18]. This significantly speeds up the generation process in contrast
to the original model while retaining the acoustic modeling ability. The skip connections have been put in place between
the layers to facilitate further information flow to the succeeding layer in each level. This is further helpful to restore the
phase information which was lost/distorted on passing the signal through the block convolution operations and also, to
facilitate gradient back-propagation on training [VOKK16].

The series of operations hidden between the layers are highlighted in Figure 4.4. The past, present and future samples
being processed through an one-by-one convolution ([1 ⇥ 1]) of specific channel size. It is followed with an ReLU
activation before being sum up into a single representation. The summed output then passed through another set of
one-by-one convolution ([1 ⇥ 1]) followed by a ReLU activation, to have the final output from the block. This will be
added onto the skip bypassing signal from the block input, to have the final input to the next layer. In the end, it is a fully
connected layer merges the channel dimension into a speech sample.

4.2.1 Evaluation of SE-FFTNet

Data Set: To evaluate the proposed model, 30 speakers were selected from the Voice Bank corpus [VYK13]. Out
of these, 28 speakers were used for training and each speaker data consists of around 400 sentences. To create the
noisy mixture, each of these files has been chosen randomly and mixed at a specific SNR point from [0, 5, 10, 15] dB
with a selected noise type from the noise set that contains 10 different real-life noises. The different type of noise is
selected from the DEMAND database[TIV13]. The remained two speakers were used for testing with the same type of
noises used in training but with 4 different SNR level falling in [2.5, 7.5, 12.5, 17.5] dB. To compare the performance,
two recently proposed waveform domain speech enhancement models are considered, namely SEGAN & SE-WaveNet,
which are described below.
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Figure 4.4 – Block insight of SE-FFTNet

Loss Function: Next we define an appropriate loss function. Since the enhancement task has been formulated as a
regression problem, a solution is the mean of the absolute value between the predicted samples and the corresponding
clean samples.The distance for the kth training utterance is defined as:

L(x(k), y(k)) =
1

T (k) � r

T (k)�r/2X

t=r/2

|y(k)t � ŷ(k)t |. (4.2)

where, the symbols y(k) and ŷ(k) = SE-FFTNet(x(k)) correspond to clean signal and to the output of the network,
respectively, while x(k) is the noisy signal. T (k) is the number of samples of the k-th utterance and r is the extend of the
receptive field. The parameters of the model are tuned in the direction that minimize this loss. The model is trained with
noisy speech as input and the corresponding clean speech as the target.

Baseline Models:: Speech enhancement GAN (SEGAN): Pascual et al. [PBS17] proposed speech enhancement gener-
ative adversarial network (SEGAN). The SEGAN consists of two neural networks, namely, Generator and Discriminator.
The Generator network is inspired by Autoencoder architecture. The Generator encoder consists of 11 layers of stride-2
convolution with growing depth, resulting in a feature map at the bottle-neck of 8-time steps with depth 1024. This
feature map is concatenated with latent vector ”z”, sampled randomly from uniform noise distribution. The resultant
concatenated vector is input to an 11-layer up-sampling decoder, with skip connections from corresponding input feature
maps. The least square based loss function is used to train SEGAN with additional L1 norm to preserve the structure of
the enhanced signal.

Speech Enhancement WaveNet (SE-WaveNet): Rethage et al. [RPS18] modified the actual WaveNet Vocoder archi-
tecture to fit into the speech denoising task. It used a non-causal WaveNet architecture having a dilation pattern similar
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to Figure 4.2, by posing the denoising as a regression task. The model had a series of residual blocks plus the post-
processing unit to process the skip outputs from each of these residual blocks. The model was trained to minimize the
sample absolute difference objective function, same as in our proposed model. The model had in total 28 residual blocks,
with a similar configuration as mentioned in the original paper [RPS18].

SE-FFTNet model configuration: Both these models have in total 30 layers made up by thrice repeating a block of
depth 10 having the dilation factors: [512, 256, 128, 64, 32, 16, 8, 4, 2, 1] for SE-FFTNet and [1, 2, 4, 8, 16, 32, 64,
128, 256, 512] for SE-InvFFTNet. It sums up to a receptive field of size 6138 (3069 past & 3069 future samples), which
means it considered 0.38 s of noisy input samples (for 16 kHz signal) when predicting a single clean sample. In all the
layers, one-dimensional convolutions are used with the same number of 256 channels. As the final fully connected layer
is being enrolled to merge this channel dimension into a single sample, that has a dimension of [256,1]. During training,
the target samples predicted in a single traverse is a set of 4096 (training target field size). The model is fed with a single
data point every time with a batch size of 1. In the testing phase, the target field size being varied depends on the test
frame length. Just before feeding into the model, the wave files have been normalized to an RMS level of 0.06. This
removed the loudness variations among the wave files. The model output loss is minimized with an Adam optimizer of
the initial learning rate of 0.001.

As mentioned before, in order to evaluate the influence of dilation steps in the performance, we considered and
inverted SE-FFTNet architecture as shown in Figure 4.2. We refer to this architecture as the SE-InvFFTNet model.

Procedure: All these models were being trained in a speaker independent fashion. The output speech quality is
evaluated both on subjective and objective scale. The perceptual evaluation of speech quality (PESQ) is used as an
objective measure of naturalness [HL07]. The Short-time objective intelligibility (STOI) score is used to measure the
intelligibility gain by processing the noisy mixture, in reference to the clean [THHJ11]. The gain in SNR through the
model processing is being evaluated by segmental SNR (SSNR) scale [HL07]. The speech distortion and the residual
noise intrusion on the enhanced signal are measured with CSIG & CBAK along with the overall quality of the signal
with COVL [HL08].

The subjective evaluation was done with non-native English listeners listened to the processed samples from different
models. To cover the entire test set we have used both lower and high SNR samples while selecting the sentences for
listening experiments. They were asked to rate the quality of the samples on a scale of 1-5. In total 15 responses were
collected and averaged across all the participants to get the final mean opinion score (MOS).

4.2.2 Key observations

The models testing is done over 824 files from the test set comprised of different noises. Hence, the results displayed
are an average performance on the test set. Table 4.1 included the objective performance gain of the proposed SE-FFTNet
model along with its competitors. It is clear that the SE-FFTNet model outperforms both the waveform based SE-GAN
or SE-WaveNet models. This improvement is reflected in all the subjective metrics in Table 4.2. The higher values in
CBAK and CSIG is a clear indication of the model capability to suppress the noise components in the signal without
distorting the target speech of interest. The same trend can be seen on the COVL score which is a reflection of the overall
signal quality. This is even more clear when we look into the segmental SNR gain through the processing. SSNR has
been increased by around 1 dB by processing with SE-FFTNet in comparison to the SE-WaveNet method.

The results from the MOS study is displayed in Table 4.2. Though the SE-FFTNet has got higher scores compared
to all the other models, the model is slightly under scored compared to the SEGAN.
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Table 4.1 – The Objecive measurements comparing the performance among the models

Metric Noisy SEGAN SE-WaveNet SE-FFTNet SE-InvFFTNet

PESQ 1.96 2.24 2.23 2.37 2.24

STOI 0.28 0.87 0.86 0.87 0.87

CSIG 3.35 3.34 3.33 3.60 3.31

CBAK 2.44 3.09 3.00 3.20 3.13

COVL 2.63 2.78 2.76 2.98 2.77

SSNR 1.63 9.18 8.12 9.65 9.61

Table 4.2 – MOS with standard error for different methods

Noisy SEGAN SE-WaveNet SE-FFTNet Inv-FFTNet
2.67±0.12 3.51±0.09 2.8±0.10 3.27±0.10 2.91±0.09

The reason behind SE-FFTNet performance improvement might be attributed to the initial hypothesis we have men-
tioned, where the initial wider dilation of the proposed SE-FFTNet model being enabled a better extraction of the
features which could discriminate the noise on the input. By this assumption, the SE-FFTNet should outperform the
SE-InvFFTNet. From Table 4.1, all the readings show an inline relation to our assumption. The CSIG gain from 3.31
to 3.60 is a strong sign of target speech restoration by the SE-FFTNet model compared to SE-InvFFTNet. At the same
time, noise suppression (CBAK) has been improved from 3.13 to 3.20. Hence the overall quality of the output speech
(COVL) is got improved by 0.21. A similar trend can be observed in the MOS test results displayed in Table 4.2. This is
a clear indication that the model with decreasing dilation fields (SE-FFTNet) performs better than the one with increasing
dilation (SE-InvFFTNet) for the speech enhancement task. This validated the hypothesis on which the model was built.
The enhanced samples from all these models can listen from this link 1.

In the real-time application of these neural network based speech enhancement algorithms, the parameter complexity
is the biggest constraint. In Table 4.3, we have listed the number of parameters used in SEGAN, SE-WaveNet, and
SE-FFTNet models. The parameters displayed is the testing complexity of the model. Note that the training of model
like SEGAN needs additional parameters for the discriminator network. From Table 4.3, it is clear that the suggested
SE-FFTNet model has a far lesser number of parameters compared to others; 32% lesser than the WaveNet and 87%
lesser than the SEGAN. This reduction in parameter further highlights the potential of the proposed model towards real-
time enhancement applications. One must note that this reduction is accompanied by the performance equal or higher,
compared to the existing models.

Table 4.3 – Total number of model parameters in Million (M)

SEGAN SE-WaveNet SE-FFTNet
193 M 34.3 M 23.5 M

‘

1
https://www.csd.uoc.gr/˜shifaspv/

https://www.csd.uoc.gr/~shifaspv/
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4.3 Perceptually trained SE-FFTNet

In the above formulation of the speech enhancement task, the training of SE-FFTNet was performed in the time do-
main with minimizing the deviation of predictions from the clean speech samples at the output of the network. However,
speech sounds are perceived in a frequency selective manner at human ears where sound pressure variations are ana-
lyzed with cochlear filter banks. Therefore, training neural networks with optimizing a frequency selective loss would be
more appropriate for enhancement models. To meet this requirement, we modified the training pipeline of SE-FTTNet
architecture to extract the frequency information of predicted samples. The frequency information is extracted with the
integration of the short-time Fourier transform (STFT) module as a post-processing stage to the time-domain architec-
ture. A cost function is subsequently defined on the STFT representation. This extension to the new training pipeline
for SE-FFTNet with frequency domain objective is illustrated in Figure 4.5. The resulting optimized model is called
SE-FFTNet(f). Note that the SE-FFTNet(f) still generates samples in the time domain, while the spectral analysis is
performed only to optimize model parameters while training.

xt  - r xt xt + r

yt

……………... …………

 STFT

Loss Computation

|Y(w,t)|

 STFT
Clean 
Speech

|X(w,t)|

Figure 4.5 – Training framework of SE-FFTNet(f). Here, the STFT denotes the short-time Fourier transform.

Loss Function: Selecting an appropriate loss function in the spectral domain is important for having a robust model
returned. Although the frequency spectrum contains both magnitude and phase information of speech, we only consid-
ered the magnitude of spectral representation for the obvious reason that the phase would not contribute much to speech
intelligibility. As such, for the k- th clean training utterance yk, we compute the STFT to extract the magnitude spec-
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tral |Y k(t, f)|. The STFT of model prediction Ŷ k(t, f) = STFT(SE-FFTNet(xk)) is computed once the entire speech
samples are processed, where xk is the corresponding noisy segment in time domain. Subsequently, the spectral domain
objective function for the k- th training utterance is defined as the l1� norm:

Lk(yk, ŷk) =
TkX

t=1

NX

f=1

||Y (k)(f, f)|� |Ŷ k(t, f)|| (4.3)

where, T k is the number of frames in the k-th utterance and N is the number of spectral bins. When training the gradient
will back propagate through the STFT module, thereby, network parameters will be tuned to minimize the frequency
distortions. Once trained properly, the STFT module is removed so that samples are generated in the time domain.

Data Set: To evaluate the proposed model, 30 speakers were selected from the Voice Bank corpus [VYK13]. Out
of these, 28 speakers were used for training and each speaker data consists of around 400 sentences. To create the noisy
mixture, each of these files has been chosen randomly and mixed at a specific SNR point from [0, 5, 10, 15] dB with a
selected noise type from the noise set that contains 10 different real-life noises. The different type of noise is selected
from DEMAND database[TIV13]. The remained two speakers were used for testing with the same type of noises used
in training but with 4 different SNR level falling in [2.5, 7.5, 12.5, 17.5] dB. For performance comparison, two recently
proposed waveform domain speech enhancement models, SEGAN & SE-WaveNet, together with SE-FTTNet trained on
the time domain are considered. In the discussions follow, SE-FFTNet(t) denotes the FFTNet trained with time domain
objective function.

Procedure: All these models were being trained in a speaker independent fashion. The output speech quality is
evaluated objectively using common evaluation metrics. The perceptual evaluation of speech quality (PESQ) is used as
an objective measure of naturalness [HL07]. The Short-time objective intelligibility (STOI) score is used to measure the
intelligibility gain by processing the noisy mixture, in reference to the clean [THHJ11]. Finally, the spectral distortion
between the model prediction and the clean samples is captured by the Log spectral distortion (LSD) metric [Loi13].
Since the samples’ quality of the model prediction was optimised in spectral domain with paying attention only to the
magnitude spectrum, there had been a phase mismatch between the true signal and predictions that is not perceptually
notable. However, this has limited the use of other objective metrics for analysis that had been used in the previous
experimentations.

4.3.1 Evaluation and results

The performance testing is done with 824 samples from the test set comprised of different noises. Hence, the results
displayed in Table 4.4 are the average performance on the test set. We compare the objective performance gain of the
proposed SE-FFTNet model along with its competitors. Perceptually (in PESQ scale), the SE-FFTNet model enhanced
the speech quality about 14% over the existing SEGAN and SE-WaveNet architectures. Although there is not any
noticeable change in the STOI intelligibility, the LSD which measures the spectral distortion has recorded minimum
value for the sample generated by the SE-FFTNet. This indicates that the SE-FFTNet was able to restore maximal
spectral information of speech with the new training pipeline even as compared to the SE-FFTNet model trained in time
domain ( SE-FFTNet(t) ). This further highlights the advantage of optimizing parameters of time domain models with
perceptually relevant objective functions.

To better understand the accuracy of signal recovery by different models, spectrograms of a test set sample enhanced
by various models are plotted in Figure 4.6. First, when we look at the noise suppression of SE-WaveNet, it has not
been as good as the SEGAN or SE-FFTNet(f). While SEGAN has suppressed the noise very well, some essential speech
portions have also been removed in the process. Further, the SEGAN introduces high-frequency processing artifacts on
the speech. In contrast, the SE-FFTNet(f) has well suppressed the noise events in the spectrum without affecting even
minute structures of the target speech. This might be attributed to the new training framework with spectral objectives
together with the wider dilated structure of SE-FFTNet neural model. Enhanced samples from different models are
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Table 4.4 – Objecive measurements comparing the performance between models.

Metric Noisy SEGAN SE-WaveNet SE-FFTNet(t) SE-FFTNet(f)

PESQ 1.96 2.24 2.23 2.37 2.54

STOI 0.28 0.87 0.86 0.87 0.87

LSD 1.48 1.17 1.22 1.13 1.04

SE-FFTNet(f) 

Figure 4.6 – Magnitude spectrograms of the enhanced speech by various models.

presented at this link 2.

2
https://www.csd.uoc.gr/˜shifaspv/

https://www.csd.uoc.gr/~shifaspv/
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4.4 Conclusions

In this chapter, we have discussed the importance of phase information of speech. The quality of reconstructed
speech can be enhanced by stitching a correct phase estimation in enhancement models. However, the disparity in the
estimation of phase in STFT domain can deteriorate the reconstruction quality. Therefore, a novel architecture to enhance
the speech in its raw representation is proposed. The proposed SE-FFTNet model takes noisy speech at a specific sample
rate and returns the same resolution output. The dilated convolution layers were used in SE-FFTNet architecture to
reduce the parameter complexity in modeling the long-term dependency in the time domain. In contrast to the standard
dilation patterns that have been followed in building models like WaveNet, SE-FFTNet followed an alternative pattern.
In the experimental evaluation, the SE-FFTNet was observed to produce better quality enhancement compared to other
waveform architectures for speech enhancement. Follow-up experimentation on the new dilation pattern brings the
conclusion that the new dilation pattern (dilation rate decreasing over the layers) helps better discriminate noise from
speech.

Subsequently, a perceptual weightage was introduced to the training of SE-FFTNet. It was motivated by the fact that
speech is perceived in a frequency selective manner at the cochlear level of the human ear. Such a frequency selective
loss function have found to further improve the quality of enhanced signal. However, using the magnitude of STFT
spectrum as the loss was found to result to phase reversed speech at the output of the network. This does not damage the
perceptual quality as it was consistent over time.

So far we have discussed the techniques to suppress the noise on speech in order to restore its quality and intelligibility
to the standard of human speech production. However, naturally articulated speech may not be very intelligible in
many real-world listening scenarios like in a noisy environment. Therefore, modification of natural speech structure
to enhance the listening experience in adverse conditions is required in practice. Approaches to enhance the listening
in sub-optimal acoustic conditions are discussed next. Findings from this chapter, especially the noise robustness of
SE-FFTNet architecture, are being revisited in the subsequent chapters.
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Part II

Listening Enhancement





Chapter 5

Introduction

The intelligibility of a speaker is determined by factors such as the strength of articulators and the acoustics in which
the speech is produced. For instance, it is commonly observed that female voices are more intelligible than males,
therefore are preferred in most applications [YBBW19]. Similarly, speech presented in noise, e.g. announcement at
airports, communication in military combat, is harder to understand and requires extra cognitive effort due to the noise
masking at the auditory periphery. In face-to-face communication, human speakers were observed to adopt different
articulatory strategies in self-perception that the interlocutor’s comprehension is being affected (by noise or hearing
disability) in order to ease the listening task – a phenomenon often referred to as the listening speaker. For instance,
speakers were observed to produce clear articulations – with increased separation between vowel categories and more
poses – when speaking to people with hearing disabilities in comparison with casual speech produced in conversations.
Studies have shown that clear speech (speech articulated with deliberation) is more intelligible to normal and hearing-
impaired listeners than casual speech in noise [PDB86, GKS14].

In addition to interlocutor-induced modifications, humans also adjust articulations adaptive to environmental factors
resulting in Lombard speech [Jun96] which is generally produced in the realization that the perception is being affected
by noise in the background or distortions in the channel. Perceptually, Lombard speech can be described as ‘tense’ and
‘loud’ with exaggerated articulation compared to the normal speech produced in quiet. Even after removing the loudness
difference of the signals, Lombard speech is still observed to be more intelligible in noise for both native and non-native
listeners [Lu09, CL12], indicating the existence of powerful acoustic cues that are linked to the intelligibility of speech.
Many studies in the past examined the acoustic and phonetic features of Lombard speech. It is found that the Lombard
speech exhibits higher fundamental frequency (F0), a shift in vowel space, slower speech rate and flatter spectral tilt
compared to the plain speech [SPB+88, GKS14, GBD+06]. Investigating the individual contribution of these factors to
the Lombard intelligibility has produced no clear conclusion for F0, vowel space alteration and duration increase [LC09,
CMV14], however, noticeable effects on intelligibility were observed when the inclusive formant region is boosted, i.e.,
flattening the spectral tilt [GKS14]. This increase in intelligibility is explained by the increase in speech glimpses (the
region of speech dominance over noise) in the mid-frequency by the boosting together with the high sensitivity of human
ears to the 500 Hz to 4 kHz frequency band where most formants reside. In a study by Bosker and Cooke [BC20], it
is observed that the Lombard style exhibits enhanced amplitude modulations, and therefore transplantation of Lombard
modulation to plain speech is found to improve the intelligibility in noise.

Both the clear and Lombard styles are elicited to communicate the message intelligibly to a listener, wherein the
speaker simultaneously acts as a listener analyzing the auditory scene of the interlocutor. However, in many real-world
scenarios such as in mobile communication, the speaker would not have reliable feedback about the listener’s acoustics.
Therefore, machine intervention would be essential to facilitate communication and deliver the message effectively to
listeners in such scenarios. Several targeted approaches were suggested in the past with inspiration from human articu-
latory adjustment to improve the intelligibility in noise. Both spectral and temporal manipulations of speech have been
explored in the past [Gri68, NG76, SV06, HF10, RVD09, ZKS12, SRD15]. Since the high-frequency components are
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more vulnerable to noise and they play an important role in speech understanding, the earliest enhancement systems
were simple high-pass filters [Gri68], which were later improved using amplitude compression [NG76]. Energy reallo-
cation over time from sonorant speech segments to those less energetic by means of dynamic range compression (DRC)
was proven to work well in many noisy scenarios [RVD09, ZKS12, SRD15]. A thorough subjective evaluation of most
promising intelligibility modification approaches aimed for listening enhancement in noise has been performed during
the Hurricane Challenge [CMVB13a, CMVB+13c]. The evaluation was conducted under the constraint that the overall
signal energy is the same before and after the signal modification. It was found that the best performing modification
models produce an equivalent intensity change – the amount in decibels that unmodified speech would have to be adjusted
to achieve the same intelligibility of modified speech – of up to 5 dB.

However, conventional intelligibility enhancement techniques are statistically based on the detection and modification
of acoustic features of speech with the use of statistical tools. Besides, they assume that the speech to be modified is
noise-free, which means they are acquired in acoustic isolation or studio condition. This is a wide generalization that
can not be guaranteed in most practical scenarios as speech in the real world is often produced in a background of noise.
For instance, in a mobile communication scene, one could easily imagine a situation where both the speaker and listener
are immersed in noise. When the speech is not clean and is being enhanced for intelligibility with methods designed to
work with clean signals, the modified signal may have worse intelligibility than the unprocessed one. Therefore, noise-
robust speech modification techniques for intelligibility are very important in practice. So far, this problem of listening
enhancement (LE), modification of speech for enhancing the intelligibility of listeners in noise, was looked at mainly
from a statistical framework. Whereas, the advent of neural networks in recent years has wide opened the arena to solve
the challenges faced by current LE models.

As such, this chapter is dedicated to investigating the feasibility of using neural networks for intelligibility mod-
ification. This is experimented with building deep neural architectures and tuning its parameters to learn the feature
modifications which are reported to be critical for improved intelligibility. Since this is the first attempt towards build-
ing neural-based speech modification techniques, the current chapter only addresses the intelligibility enhancement of
clean (noise-free) speech, such that the findings from this chapter will set the stage for the next chapter where the noise
robustness of such a system is tested.

5.1 Factors defining speech intelligibility

Speech understanding is conditioned on numerous factors such as the clarity of articulation, sensitivity of the listener’s
ear, the language proficiency of both speaker and the listener, the quality of communication scene. In self-perception
of the intelligibility loss, human speakers adjust their articulation to ease the communication. Two major categories of
speech production changes are identified (1) based on the interlocutor, e.g, foreign directed speech (FDS) or machine
directed speech (MDS), (2) based on the communication environment, e.g, Lombard speech (LS) or speech addressed
to a distant listener. There are some unique features associated with each of these categories. For instance, the LS is
produced with an intense vocal effort to maximize the audibility of speech in noise, in which the clarity would have been
lost, whereas the FDS is often seen as with reduced lexical variability and more clear intonations [UKB07, FAFZ12].
However, the categorical division between them is not absolute as such they share many acoustic and phonetic features.

Although there would be intra-speaker variability in each speaking style, studies in the past have reported clear
acoustic and phonetic changes associated with individual production change. Therefore, this section presents a brief
summary of the acoustic-phonetic changes observed in both interlocutor-induced and environment-induced modifications
and their effects on the listener’s intelligibility.

Lombard and Clear styles exhibit decreased speaking rate, therefore enlarged durations of phones over their casual
/ normal counterparts [PDB86], [Lu09]. The decrease in speaking rate is also associated with more number pauses and
an increase in the duration of different sound segments. In the work of Bradlow et.al [BKH00], an overall increase in
sentence duration of 51% and 116% respectively for male and female speakers in casual to clear was observed. To test
this feature, Cooke et.al [CMV14] has artificially modified the durations of speech and evaluated their impact on the
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listener’s intelligibility; no clear benefits were observed with durational modification. Even so, it is understandable that
speaking slowly with more pauses will offer the time to process and comprehend the message effectively for at least
some listeners.

Analysis of the energy difference between consonants and vowels reported an increased consonant-to-vowel energy
ratio (CVR) in clear speech over casual [BKH03]. Hazan and Markham [HM04] experimented with the correlation of
CVR and intelligibility. They have not seen any significant correlation between word intelligibility and CVR for nasals,
fricatives, and stop consonants in naturally-produced speech. However, it has been shown that enhancement of the conso-
nant energy in words, consonant-vowel syllables (CV) and vowel-consonant-vowel (VCV) syllables improve consonant
identification for normal hearing listeners [HS98, GS86] and hearing-impaired listeners [GS87, ME88]. Motivated from
this, Skowronski and Harris [SH06] performed an energy redistribution from vowels to consonants which were shown
to improve the intelligibility of speech. Similarly, Godoy and Stylianou [GS12] evaluated the contributions of voiced
and unvoiced regions to the Lombard intelligibility, and showed that the Lombard increase in intelligibility is primarily
attributed to the vowel segments of the signal.

The short-term spectra analysis (STSA) unveils the information of speech in various frequencies at different time
points. STSA revealed higher spectral prominences associated with vowel sounds in clear speech. On this assumption,
Krause [Kra01] amplified magnitudes of the first and second formants of casual voice segments to match the spectral
characteristics of clear speech. This formant sharpening was found to enhance the intelligibility of casual speech for
normal-hearing listeners, but not for the hearing impaired [Kra01]. These differences in spectral information between
casual and clear speech were further analyzed in [KS14], and presented a mixed-filtering technique to isolate the in-
formation from clear speech and add it to the casual speech to improve the intelligibility, which was found beneficial
in improving the intelligibility in noise. The analysis of long-term average spectrum (LTAS) – the spectral information
averaged over time – revealed an increase of energy in the frequency region spanning formants for the Lombard style
compared to normal articulation, resulting in a reduction in spectral tilt. A similar, if not that prominent, tendency was
also observed in the case of clear speech compared to the casual conversational speech [HM04]. Godoy et.al [GKS14]
investigated further the influence of the relative spectral amplitude difference of different styles on speech intelligibility.
Fig. 5.1 shows the LTAS difference between Lombard to normal and clear to casual styles. As observable, the Lombard
speech exhibits a clear boost in average energy in the 500 – 4500 Hz band over its normal counterpart, while the exag-
geration of spectral content is mild in clear speech compared to the casual style. This migration of spectral energy from
the low and high bands to the mid-frequency range must be attributed to the increased intelligibility of the two styles.
Investigating this, Lu and Cooke [LC09] artificially redistributed the spectral energy of normal speech to match that of
Lombard, thereby reducing the tilt of the overall spectrum. This reduction of spectral tilt was found to improve speech
intelligibility in noise.

Vowel sounds can be classified based on the position of articulation. The positioning of articulators is reflected as
the formants of each vowel sound, mainly as the first (F1) and second (F2) formants, therefore constituting the two-
dimensional vowel space. Analysis of correlation between vowel space and intelligibility revealed that the speakers
with larger vowel space are more intelligible than the speakers with reduced vowel space [HM04, BTP96]. Specifically,
speakers with a wide F1 range appeared to produce high intelligible speech. Whereas the F2 range was found to be
significantly correlated with the sentence intelligibility [HM04] and little to the word intelligibility [BTP96]. Studies
by Godoy et.al [GKS14] have also revealed a vowel space expansion in clear style compared to the casual, while this
expansion was not observable in the case of Lombard style. However, the Lombard style seems to produce a consistent
increase in F1 frequency resulting to a shift in vowel space. Motivated from the observations of vowel space expansion
in clear speech, frequency wrapping techniques to achieve vowel space expansion were tested in [MKS12, GKS14],
however, there were no benefits to intelligibility. On the other hand, since the formants and their transition play an
important role in perceiving and classifying different sound segments, sharpening of formants with statistical approaches
has been found helpful to improve the intelligibility in noise [ZKS12].

A change in the speaker’s fundamental frequency (f0) is also observed in the case of Lombard speech [SB06]. This
variation may be contributing to the improved intelligibility of the style. However, the modification of f0 characteristics
of normal speech to match that of Lombard was not found to improve the word recognition intelligibility in noise for
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Figure 5.1 – Average relative spectra for all frames (from Godoy et.al [GKS14]).

normal listeners [LC09]. Besides, artificial flattening of f0 was reported to degrade the intelligibility [LB03, WS08],
therefore, the real impact of F0 on speech intelligibility is still unclear.

Speech as a real-valued signal can be decomposed into a set of amplitude modulated (AM) signals with the carrier
frequencies falling in the signal bandwidth [DFP94]. The temporal variation of such AM components is called the mod-
ulation of speech over time. Studies on clear speech revealed a higher modulation depth for the temporal envelopes
[KB04, LZ06], therefore, appears to correlate with the clear speech intelligibility advantage. The study in [DFP94]
showed intelligibility degradation of speech after smearing low-frequency modulations, showing the modulation fre-
quencies falling in 4 to 16 Hz is the most relevant for intelligibility. Modulation index metric is used to quantify the
modulation depth of the temporal envelopes [HS85] and therefore traditionally has been used as a benchmark measure
of speech intelligibility in noise and reverberant conditions. This argument is even supported by the studies in neu-
roscience showing that speech is decomposed at the auditory cortex as spectro-temporal modulation content and the
perception is driven by the sounds that best combine both the temporal and spectral modulations [MS05, SZ09, KDS96].
Consequently, modulation domain processing of speech for applications like noise reduction and echo cancellation was
proposed and found to better isolate the masking components [WL12, SJS18, JSS16]. The transplantation of enhanced
amplitude modulation in a clear speech to casual speech has been shown to contribute to improving intelligibility in
noise [KS16]. In a recent study, Bosker and Cooke [BC20] observed the same trend in Lombard speech – enhanced
modulations in the frequency range 1 – 8 Hz. Subsequently, they have shown that the transplantation of Lombard ampli-
tude modulation onto plain speech produces additional intelligibility benefits, underlining the importance of amplitude
modulation for speech intelligibility.

5.2 Spectral shaping and dynamic range compression (SSDRC)

Inspired by the intelligibility benefits of various speaking adaptations, artificial modification of speech to improve its
intelligibility by altering the acoustic features has been recommended. Among the multitude of features contributing to
intelligibility, spectral energy redistribution and increasing consonant-to-vowel ratio with dynamic time-domain energy
reallocation were found to contribute largely to the intelligibility benefits in noise [RVD09, GKS14]. A combination
of spectral shaping (SS) and dynamic range compression (DRC) was proposed in the work of Zorila et. al [ZKS12] as
the SSDRC algorithm. SSDRC was tested in various listening settings on different languages since its introduction and
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has been found to produce the best intelligibility benefit in noise for normal and hearing-impaired listeners [CMVB13a,
CMVB+13c, ZSFM17, SSCS20]. Therefore, we consider the SSDRC style over many natural styles as a reference for
our research for the same reason that it produces the highest intelligibility. Since the feature modifications elicited by
SSDRC are used in the neural network architectures in the following chapters, a brief description of the SSDRC algorithm
must be informative at this stage. SSDRC performs a two-stage processing of speech to increase its intelligibility; 1)
spectral shaping in the frequency domain, 2) dynamic range compression in the time domain.

5.2.1 Spectral shaping (SS):

As the first stage of the enhancement framework, the SS module is an adaptive spectral shaper in the Fourier domain.
The main purpose of which is to provide the ‘crisp’ and ‘clean’ quality to speech with sharpening formants as they are
the most important acoustic cue for speech perception; therefore, increasing the intelligibility even in quiet listening
conditions. The whole process is done in adaptive to the voicing probability.

The module takes plain speech x(t) as input, in frame-based processing (frames are of fixed duration), performs
Discrete Fourier Transform (DFT) on each frame to obtain the magnitude spectral components X(w, t), The shaping is
done in adaptive to the voicing probability in order to avoid processing artifacts in fewer sonorant areas such as fricatives.
The probability of voicing is computed with the equation

Pv(t) = ↵
rms(t)

z(t)
(5.1)

where ↵ = 1/max (Pv(t)) is a normalization constant, and rms(t) and z(t) is the RMS value and zero crossings of the
segment, respectively, for a window centered around the instant t with the length of 2.5 times the fundamental period
(8.3 ms and 4.5 ms for male and female voices, respectively).

For each DFT frame X(!, t), the SEEVOC spectral envelope estimator [Pau81] is used on the magnitude spectrum
to get the envelope estimate E (!k). Then, the tilt T (w) of the spectral envelope is computed as

log T (!) = c0 + 2c1 cos(!), (5.2)

where the variable cm denotes the mth cepstrum coefficient computed as

cm =
1

N/2 + 1

N/2X

k=0

logE (!k) cos (m!k) . (5.3)

Therefore, the final adaptive spectral shaper has the transfer function function (over frame instance t)

Hs(!, t) =

✓
E(!, t)

T (!, t)

◆�Pv(t)

. (5.4)

In this way, the formant inclusive regions of voiced spectra are sharpened by selectively isolating the unvoiced
segments with parameters Pv(t) . The variable � was set to 0.25 in most cases.

Since studies in the past have shown that pre-emphasizing of spectrum above 1100 Hz contributes to the intelligibility
advance in noise [NG76], an adaptive pre-emphasize filter is used as the second spectral shaping filter. Since doing such
filtering over all the segments of speech would introduce noisy quality to speech, an adaptive pre-emphasis adapted to
the probability of voicing is used with the transfer function
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Figure 5.2 – Spectral shaping fixed filter

Hp(!, t) =

8
<

:

1 !  !0

1 +
! � !0

⇡ � !0
gPv(t) ! > !0

(5.5)

where !0 = 0.125⇡ for 16 kHz sampled speech, and the variable g is selected to 0.3.

Therefore, the adaptive cascaded spectral filtering can be expressed as

YaSS(!, t) = Hs(!, t)Hp(!, t)X(!, t). (5.6)

Motivated from the spectral characteristics of Lombard Speech, a final fixed spectral gain filter to boost energy in
the mid-frequency range of the spectrum was used. This non-adaptive, or time-invariant, filter Hr(w) boosts frequencies
in the range 1000– 40000 Hz by 12 dB while reducing the components below 500 Hz by 6dB/octave. This Lombard-
inspired filter has the transfer function shown in Figure. 5.2, which matches with the average spectral distribution of
Lombard style as shown in Figure.5.1. Hence, the final spectral shaped signal is

YSS(!, t) = Hr(!, t)YaSS(!, t). (5.7)

Inverse Fourier transform with overlap and add technique reconstructs the spectral shaped waveform.

5.2.2 Dynamic range compression (DRC):

Speech signal from the spectral shaping module is amplitude compressed using a dynamic range compressor (DRC).
The DRC’s objective is to reduce the envelope variations of the signal. This gain of DRC is derived from a desired
input/output envelope characteristic (IOEC) curve. The IOEC used in the SSRC algorithm is shown in Figure. 5.3,
which has three characteristic zones: unity gain, expansion, and compression.

First, the envelope of the speech signal is computed using the analytic signal with the use of Hilbert transform. The
estimated envelope, e(n), is dynamically compressed with 2 ms release time constant and almost instantaneous attack
time constant. Specifically using the expression
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Figure 5.3 – Input-Output Envelope Characteristic (IOEC) Curve

ê(n) =

(
ar ê(n� 1) + (1� ar) e(n), if e(n) < ê(n� 1)

aaê(n� 1) + (1� aa) e(n), if e(n) � ê(n� 1)
(5.8)

where the time constants are set to be ar = 0.15 and aa = 0.0001.

The 0 dB reference level of the envelope e0 were set to the 30% of the maximum of the input signal envelope. With
this reference value, the input envelope is computed as

ein(n) = 20 log10 (ê(n)/e0) . (5.9)

The corresponding output level eout(n) is obtained by projecting ein(n) onto the IOEC curve in Figure 5.3 and the
equivalent gain is computed as:

g(n) = 10(eout(n)�ein(n))/20.

Therefore, the dynamic range compressed signal would be

sg(n) = g(n)s(n).

At the output, the global energy of sg(n) is rescaled to that of the original unmodified speech to ensure that the
loudness is unchanged.
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The alteration to a speech segment induced by the spectral shaping and dynamic range compression (SSDRC) algo-
rithm is shown in Figure. 5.4 . It is evident that the dynamic range ( the difference between the largest and smallest
values ) of SSDRC output is lower compared to the original signal. This helps to amplify the low-intensity phones like /p
/, /k /, with the cost of high sonorant segments, which makes speech more intelligible as the transient sounds contribute
largely to intelligibility while can be easily masked by noise. Note also that both the signals have an equal root mean
square (RMS) energy, ensuring the gain in intelligibility is not a result of direct amplification of the signal.

Figure 5.4 – Speech waveform modified for intelligibility with SSDRC algorithm.

Although controlled modifications of speech can help improve the intelligibility for listeners (in noise or at distance),
doing so alters the natural modulations of the signal and therefore would degrade the quality (or naturalness) of the
signal. As such, parameters such as � in the spectral shaping and the attack (aa) and release (ar) time constants in the
dynamic range compression of SSDRC have to be selected with care while using it for different applications. Similarly,
the variations in pitch-period between the male and female voices will also increase/decrease the quantities such as the
window size for computing the voice probability Pv(t), which can affects the quality and intelligibility of the output
signal. Choosing the right trade-off between the quality and intelligibility is more of an application specific assignment
– effortless message understanding is important at high noise conditions while high quality is preferred in quiet. Such
a debate goes beyond the scope of this thesis. Therefore, we limit ourselves at extremely low SNR listening scenarios,
where the intelligibility ( or message understanding ) is the most requisite with little focus on preserving the naturalness.

5.3 Conclusions and perspective

In this chapter, speech intelligibility was defined in detail. Natural speech lacks many characters which are important
for high intelligibility, like flatter spectral tilt or more sharpened formants. Humans have been observed to adapt their
articulation in various challenging conditions, producing Lombard voice in noise, or Clear speech when speaking to
listeners with disability. We also adjust the lexical variability in communicating the message based on the interlocutor’s
language proficiency. An analysis of various natural speech styles has been conducted and their characteristic features
were identified at the beginning of this chapter. Subsequently, modification of speech to artificially boost the intelligibil-
ity of plain (clean) speech was also discussed. Although multiple algorithms have been proposed and tested successfully
to improve the intelligibility, a combination of spectral shaping (SS) and dynamic range compression (DRC) have con-
sistently performed better. This must have been because of the DRC which redistributes energy from vowel segments
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to consonants, thereby increasing the consonant-to-vowel (CVR) ratio. The SSDRC method in [ZKS12], which has a
phone adaptive spectral shaper and dynamic range compressor, was reviewed extensively. The SSDRC is still the most
successful model for intelligibility enhancement. However, it has (as with all other models) limitations while operating
in noisy (at input) acoustic conditions. To this end, we investigate the usability of neural networks (NNs) to perform the
intelligibility enhancement of speech in the following chapters. If successful, we can later integrate the noise robustness
of NNs with intelligibility enhancement.
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Chapter 6

Neural Based Intelligibility Modification

So far, the intelligibility modification of speech was addressed in the framework of statistical modeling. However,
with the recent advent of neural networks together with the availability of large-scale recordings, we are provided with
the unique opportunity to learn the representative features of different styles from data. This style conversion of speech in
speaking devices such as TTS was tried in the past where the Lombard style was learned from data with transfer learning
technique [BJA19b]. However, since a multitude of factors is linked to the perceived intelligibility of a speech for a
listener, designing individual models for each style to promote intelligibility would not be optimal in reality. Instead,
we must utilize the progress made in the intelligibility research so far when developing optimal modification strategies,
as it is a combination rather than an individual style that contributes to the intelligibility. It is because of this fact that
many artificial styles, like SSDRC, are observed to produce higher intelligibility benefits compared to natural styles like
Lombard or Clear articulation [CMVB+13c, GKS14].

Moreover, our motivation to use neural networks for speech modification has another dimension as well, which is
to use the noise robustness of the network to enhance the intelligibility of corrupted speech. The existing statistical
modification techniques, including SSDRC, can execute the intelligibility enhancement task only when the speech is
clean of noise. The presence of noise at the input can severely degrade the performance of these systems. Therefore, a
neural processing perspective to the problem would give us a more generalized framework as neural models have been
proven to be more robust to input noise compared to the traditional signal processing approaches. Besides, having a
neural speech enrichment module would also ease the effort to integrate the intelligibility factor into state-of-the-art
neural-based devices, like neural text-to-speech (TTS) systems.

With those targets in mind, I started designing neural models for intelligibility modification. There are two factors
that defines the performance of a neural intelligibility enhancement system; 1) the powerfulness of the model to cap-
ture speech acoustic variations, 2) the target intelligibility style to be learned by the model while training. Although
smaller feature domain networks, either CNN or LSTM, can be used as the model architecture, the initial research ex-
periments had showed that such models were not competitive enough to learn a target intelligibility style compared to
deep waveform models like WaveNet. When come to the selection of target intelligibility style, there are a list of natural
(Clear/Lombard) and artificial (dynamic range compression) intelligible styles that have been reported in the literature.
It is often observed that natural styles are not always very intelligible to listen to [CMVB13a], therefore, may not be an
ideal style to be learned with a neural network. Learning a style from dark is not an easy task to perform as we are unsure
about the ideal acoustic features for an intelligible voice, without which the gradients can not be computed to optimise
the model parameters.

Therefore, the only feasible solution was to follow the findings from the past intelligibility studies. Although there are
many combinations of acoustic feature modification suggested in the literature, it was a combination of spectral shaping
and dynamic range compression that has been found to produce the best gain in intelligibility [GKS14]. As such, the
target style to be learned by the proposed models is also set to such a feature combination. Setting labels from a classical



102 Neural Networks for the Quality and Intelligibility Enhancement of Speech

digital signal processing (DSP) model would limit the performance in the sense that the neural model can’t outpass the
intelligibility score, instead enable the intelligibility enhancement of noisy samples.

6.1 WaveNet based SSDRC (wSSDRC)

WaveNet is a powerful generative neural model to synthesize speech/audio samples through a non-linear autoregres-
sive approach [ODZ+16]. A regression extension of the WaveNet was suggested for speech denoising in [RPS18], where
the network was trained to learn the mapping from noisy to clean speech. Inspired by the work in [RPS18], with the
objective of learning intelligibility features, we design a WaveNet like approach to map plain speech to SSDRC generated
signal using a non-causal WaveNet-like architecture. In short, we are looking for the deterministic function that is apt to
map samples of plain speech to those (time-domain) samples generated by SSDRC algorithm.

Our motivation for such a sample-based non-linear mapping can be also applied to noisy speech. Then we expect
at some higher layers a representation of a cleaner version of the input noisy speech will be available to the subsequent
higher layers, which will target their output to be the same as SSDRC-based signals. These target signals have been
computed by simply applying SSDRC to the clean version of the input to the network, noisy speech. This might also
lead to a better quality of modified speech while still intelligibility is maintained. More specifically we will work with a
non-causal WaveNet-like architecture exploring, therefore, the conditional dependencies of the sample generated at the
current time step to the future and past samples of the model input. This modeling of sample dependencies is being
implemented through dilated convolution structures. We will refer to this new model as WaveNet-based SSDRC, or
shortly wSSDRC.

WaveNet [ODZ+16] is a powerful generative approach for the probabilistic modelling of raw audio, which is based
on the assumption that speech/audio is a Markov process where the conditional probability for a sample, xt, given the r

previous samples is given by:
P (xt | xt�1, . . . , xt�r) (6.1)

The WaveNet generates samples in a way to maximize these conditional probability terms. This conditional mapping has
been implemented as an autoregressive network with a stack of residual blocks, Figure. 6.1, where each block contains
expert and gate followed the one-dimensional dilated causal convolution. The output of the expert and the gate are being
combined via element-wise multiplication. Block, i, computes hidden state vector h(i), Eq. (4), which then being added
(due to the residual connections between layers) to the input after a one dimensional convolution, to generate its output
z(i).

h(i) = tanh
⇣
W (i)

f ⇤ z
(i�1)

⌘
� �

⇣
W (i)

g ⇤ z(i�1)
⌘

(6.2)

z(i) = Conv 1D
⇣
h(i)

⌘
+ z(i�1) (6.3)

where symbol ⇤ denotes convolution and symbol � denotes element-wise multiplication.

wSSDRC has two major architectural changes compared to the WaveNet. First, we use the network as a deterministic
mapping, f, from input speech x = [x1, . . . , xT ] to an enhanced signal ŷ = [ŷr, . . . , ŷT�r] . Technically, this is done
by removing the final softmax layer and adding a layer which projects the output of the post-processing layers to an
one-dimensional signal. Also, the compression of the input signal and its 8 -bit quantization which are important pre-
processing steps in the original WaveNet [ODZ+16] are not used in this architecture. Second, instead of considering
only the previous r samples of x (receptive of size r ), to predict a sample of y at time t, we also consider the next
r samples of x, which in essence increased the receptive field size to 2r � 1. Therefore, the enhanced sample at time
t 2 {r + 1, . . . , T � r} is predicted as:

ŷt = f (xt�r, . . . , xt�1, xt, xt+1, . . . , xt+r) (6.4)
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Figure 6.1 – Residual block of wSSDRC / WaveNet.

Figure. 6.2 shows the dependence of the output sample ŷt on the input samples. As shown in the figure, the dilated
convolution structure being used to calculate the activations of the nodes in each block. Which means that the nodes on
the ith level in a block ignores the 2i � 1 in between samples on the layer below while calculating the response, which
is usually been known as the dilation factor of the WaveNet. The skip connections from each blocks are being summed
up and processed through a post-processing unit to get the final enhanced samples yt. The post processing includes
two layers of non-causal convolutions having filter width equal to 3 whose output pass through a corresponding ReLU
non-linear function, and a one-dimensional convolution, without non-linearity function, which projects to the output one
dimensional signal. This model architecture facilitates the generation of set of samples in a single traverse through the
structure. When the whole input sequence is available, then all output samples can be computed in parallel.

6.1.1 Teacher-student topology for training wSSDRC

The main factor to customize is the target function (f) and the kind of modification the network is expected to
learn, which reflects the articulatory style to be mimicked by the network. One could set the model to mimic natural
intelligibility modifications, like in Lombard speech, as long as they satisfy the time alignment constraint stated in
Eq. 6.4. However, since multiple studies have shown considerable intelligibility gain of SSDRC-processed speech
over Lombard speech [18][9], we decided that the model should learn an SSDRC-style modification. This has been
accomplished by setting the SSDRC (signal processing approach) as the teacher-network to expose the neural model
(wSSDRC) to the modification style to be learned. Figure 2 depicts the aforementioned teacher-student framework.
While training the SSDRC feeds the target labels which the wSSDRC learns to produce alone over time without the
assistance from the teacher SSDRC.
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Figure 6.2 – Dilation pattern of the wSSDRC architecture.

Since the model is operating in an end-to-end fashion on the waveform domain, the deviation of the prediction from
the target is calculated as the average absolute difference between the predicted sample ŷt and the target sample yt. For
an input-target wave pair

�
x(k), y(k)

�
, the loss function is computed as:

L
⇣
x(k), y(k)

⌘
=

1

T (k) � 2r

T (k)�rX

t=r

���y(k)t � ŷ(k)t

��� (6.5)

where T (k) is the length of signals x(k) and y(k). Therefore, the loss term differs from the actual WaveNet model which
had a probability loss function. This is because by removing the final softmax layer from the post-processing stage, we
turned the network task to estimate sample error instead of the distribution. The model learns its weights during training
by minimizing the above loss. Unlike the actual WaveNet architecture the proposed model doesn’t intend to learn the
distribution of the output, which makes the conditioning insignificant in the context of this model architecture. Since we
have the parallel data samples in hand, the model has specifically designed to generate a set of samples in a shot, rather
than individual samples. This gives more momentum for the generation process than the actual WaveNet model and will
be practically quite significant for nearly real-time applications.

6.1.2 Database selection

Unlike statistical techniques, neural networks are data centric, therefore, the performance would largely depend to
the data on which they are trained. Similarly, the features learned by the network depend on the linguistic variety of the
used corpus, like dialects of the speakers or phonological differences of languages. Because of which, the evaluation of
wSSDRC model is done in two different languages – English and Greek. For this, two separate models were trained from
scratch on the corresponding database – the details of each data set are provided in the following part. On the evaluation
side, since the intelligibility of speech varies for different listening groups, the processed samples are evaluated with
native and non-native listeners with normal and hearing impairment.

Before going to the subjective evaluation of the model, a multitude of experiments were conducted to find the best
model hyperparameters with the help of objective metrics and informal listening tests. Therefore, the final model have
had the specification follows. The wSSDRC model has in total 30 layers made up by thrice repeating a block of depth
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Figure 6.3 – Teacher-Student framework followed to train the wSSSDRC model.

10 that has the dilation factors [1, 2, 4, 8, 16, 32, 64, 128, 256, 512], starting from the beginning. It sums up to a receptive
field of size 6138 (3069 past & 3069 future samples), which means it considered 0.38 s of input samples (for 16 kHz

signal) when predicting a single clean sample. In all the layers, convolutions of 256 channels are used. During training,
the target samples predicted in a single traverse is a set of 4096 (training target field size). The model is fed with a
single data point every time with a batch size of 1. In the testing phase, the target field size being varied depends on
the test frame length. Just before feeding into the model, the wave files have been normalized to an RMS level of 0.06.
This removed the loudness variations among the wave files. The loss function in Equation 6.5 was optimized with the
Adam optimization algorithm, with an exponential decaying learning rate method [KB14]. The hyper parameters of the
exponential decay method are learning rate = 0.001, decay steps = 20000, and decay rate = 0.99.

wSSDRC is evaluated against the SSDRC which was used to train the neural model. The plain speech is also included
into the evaluation for understanding the relative intelligibility gain/loss produced by these approaches. The evaluation
has been performed both in objective and subjective domains.

6.1.3 Objective comparison of SSDRC and wSSDRC

The objective evaluation is done only on the English database as it is just a preliminary study before final subjective
testing of the system. The Speech Intelligibility Index (SII) has been used as the objective metric. SII captures the intelli-
gibility of a speech signal in noise by looking at the long term average spectral distributions of the energy [RV05]. Here,
we used an extension of the conventional SII by incorporating the temporal characteristics of the noise as well, known
as the exSII [RV05]. The speech set is a selection from the Voice Bank corpus [VYK13]. It contains 48kHz recorded
samples from 28 native English speakers of both genders speaking 400 different sentences. Two speakers recordings
were kept for testing, which were not seen during the neural network training. To being fit with our WaveNet-like model
the data has been down sampled to 16 kHz. Individual audio files were processed by the SSDRC and wSSDRC. All the
signals have been normalized in root mean square (RMS) energy so that they have the same loudness before and after
modification. The signals have been mixed with SSN and SWN type of noises with Signal to Noise Ratios (SNR) in the
range of -5 to 5 dB. This tuning of SNR is being done in reference to the plain speech signals.
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Figure 6.4 – Sample wave file processed for intelligibility by wSSDRC and SSDRC.

The time and frequency domain representations of a sample speech processed by SSDRC and wSSDRC are provided
in Figure 6.4. We can clearly observe that the wSSDRC is producing the same level of modification as the SSDRC
which was our target style. The main characteristic is that both produces much lower peak to root mean square (RMS)
ratio signals compared to the original plain speech (upper panel of Figure. 6.4), which is an effect of dynamic range
compression. Similarly, an abundance of energy in the high frequency regions of the modified signals. Therefore, this
analysis confirms that the speech modification can be learned by a network through effective training.

The results observed from the objective experiments on both SSDRC and proposed wSSDRC are presented next. The
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gain in terms of intelligibility score as measured by exSII is shown in the Figure. 6.5a and Figure. 6.5b for the speech
shaped noise (SSN) and stationary white noise (SWN), respectively. Higher the exSII score better the performance in
intelligibility. As anticipated, the intelligibility of plain unprocessed speech improves as the listening SNR increases.
From the exSII score it is clear that the intelligibility of speech processed through both the SSDRC and the suggested
wSSDRC systems have significantly improved compared to that of the unprocessed plain speech. This improvement
on intelligibility retained across the SNR range. As in plain speech, the intelligibility improves steadily as the SNR
increases, indicating that the processing has not produced any damage to the signal. It is worth mentioning that in both
types of noise the suggested wSSDRC system can maintain the intelligibility gain at the same level as that of SSDRC.
Furthermore, in some cases intelligibility prediction of wSSDRC is even slightly higher to that of SSDRC, when SNR
is increasing. Since this type of variations in objective intelligibility can not be fully related on, we had to have a wide
scale subjective evaluation of both the models.
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Figure 6.5 – Objective intelligibility in extended SII (exSII) score.

6.2 Subjective intelligibility evaluations of wSSDRC

We have performed two sets of subjective evaluation of wSSDRC model. In the first evaluation, the intelligibility
gain produced by the wSSSDRC to native and non-native listeners is analysed. Second, the performance benefits for
normal and hearing impaired groups are tested. Since the subjective intelligibility would be influenced the sentence
structure of database, e.g. the long sentences would be hard to remember, we had to use phonetically balanced corpus
to perform these studies. Therefore, the Harvard/IEEE sentence style corpus [RCG+69] designed following the IEEE
recommended practice for measuring speech processing models – in English and Greek languages – are selected for the
experimentation. The details of English and Greek Harvard sentences are mentioned in the following sections.

6.2.1 Native and non-native listeners

The evaluation of differences in intelligibility benefits between native and non-native listeners is performed by con-
sidering English language as the base language. The speech corpus was from the Hurricane Challenge Natural Speech
Corpus, which features a recording of 720 Harvard Sentences spoken by British male actor [CMVB13a]. The Harvard
corpus contains 5 keyword sentences such as ”the salt breeeze came across from the sea” arranged into phonetically-
balanced subsets. Subsequently, the wSSDRC model was retrained on the Harvard corpus, while SSDRC configuration
unchanged.

For evaluation, three speech types are considered. Plain: Unprocessed plain speech selected from the above men-
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tioned databases, 2) SSDRC: Speech stimuli enhanced with the SSDRC algorithm, 3) wSSDRC: Speech stimuli produced
by the proposed neural-based wSSDRC model. The wSSDRC neural model was trained on SSDRC processed speech
(as target output). Out of the 720 speech wave stimuli, 500 was used for training and the remaining 220 was reserved for
testing.

Speech intelligibility is measured as the ability to understand speech despite the communication barrier. If the spec-
trum of the masker is not fully overlap with the spectrum of the speaker, speech remains intelligible since only relatively
a small band of frequencies is required for speech recognition [Moo12]. Here, we artificially create the communication
barrier by simulating noise in the background while listening. Hence, the intelligibility can vary based on the spec-
tral/temporal characteristics of masking noise. Noises in real life can broadly be categorised as the steady and fluctuating
noise. Steady noise has the spectral characteristics that are relatively constant over time, e.g., noise produced by the
room exhaust. This type of masker may mask some words more than others because of its spectral content. One common
type of steady state masker used in speech-in-noise studies is the speech shaped noise (SSN). The SSN is synthesised in
a way that to match the noise spectrum to the long-term average spectrum of clean speech. Whereas the second cate-
gory of noise – called fluctuating noise – has changing spectral content over time. Therefore, they mask the same word
differently based on their appearance on the time axis. Examples are competing speakers in the background or traffic
noise.

Besides the spectral masking at the auditory periphery, the speech perception is also affected by the content in the
masking signal. For instance, If the masker is speech from a competing speaker in the background it would be harder
for the listener to discriminate the acoustic events of the speaker from the masker. Such types of maskers are called
informational masker. Therefore, we have considered both informational and steady state noises. Speech shaped noise
(SSN) is considered as the steady state masker. The stationary SSN was generated by passing white noise through a
filter whose frequency response matches to the long-term average spectrum of the clean speech database. Thus, SSN has
a steady energy in the same frequency band of speech. As informational masker, a competing speaker (CS) recording
is selected. The non-stationary CS maker was a female voice from the Hurricane challenge corpus. The selection of
different listening groups are discussed next.

Native listeners: For this experiment, we recruited N = 30 British English native speakers (age range = 18-34; mean
age = 25 years). Participants were screened for hearing loss via a Pure Tone Audiometry (PTA), at frequencies of 0.5, 1,
2, 4 kHz. Subjects passed the test with a hearing threshold equal or less than 25 dB HL (averaged across frequencies) in
both ears. The listening tests were performed in sound treated booths at University of Edinburgh. Stimuli were presented
via Beyerdynamic 770 headphones and participants had to type onto a keyboard what they had heard. Stimuli were heard
once and the test was balanced with a Latin square design. The study was self-paced with an average durations of 25
minutes. The intelligibility is tested at three SNR points for each noise type. For this study, the SNR levels were CS
Low = -21dB, Mid = -14 dB, High = -7 dB; SSN Low = -9 dB, Mid = -4 dB, High = +1dB. These SNR levels roughly
correspond to 25%, 50% and 75% subjective intelligibility scores of the native listeners [CMVB+13c]. There were 8
sentences in each masking noise condition that subject had to respond.

Non-native listeners: This study was conducted with the participation of students from the University of Crete
(UoC). As the subjects were non-native English speakers, they were required to hold a B1 English language qualification.
The listening tests were conducted in sound treated booths at the University, and stimuli were administered via high
quality headphones. Participants were screened for hearing loss via a Pure Tone Audiometry (PTA), at frequencies
of 0.5, 1, 2, 4 kHz. Subjects passed the test with a hearing threshold equal or less than 25 dB HL (averaged across
frequencies) in both ears. The study was self-paced with an average duration of 25 minutes. Stimuli were heard once
and the test was balanced with a Latin square design. In total we had N = 30 NH participants (average age = 24 years)
who were screened for hearing loss in the same way as the native English speakers. An initial pilot experiment were
conducted to identify the 25%, 50% and 75% intelligible SNR levels for the non-native group. It was found to be: CS
Low = -13 dB, Mid = -6 dB, High = +1 dB; SSN Low = -4 dB, Mid = +1 dB, High = +6 dB. There were 8 sentences in
each masking noise condition that subject had to respond as in the case of native experiment.

The keyword identification scores averaged over the participants in each condition are plotted in Figure. 6.6 for native
and Figure. 6.7 for non-native groups. The speech intelligibility is measured in terms of correct keywords identified to
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Figure 6.6 – The key word identification scores of native listeners both in speech shaped and competing speaker noise.
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Figure 6.7 – The keyword identification scores of non-native listeners both in the competing and speech shaped noise.

the total keywords presented in each condition. First, the plain speech intelligibility increases with increase in maker
SNR in the listening background. It is easy observable that both the modifications (SSDRC and wSSDRC) boosted the
intelligibility for both native and non-native listeners, in comparison to unprocessed plain speech. However, the relative
intelligibility gain varies largely on the type of noise under which the speech is listened. For instance, both for native
and non-native at the low SNR, the intelligibility benefits by the processing in speech shaped noise were higher than in
competing speaker masker.

Specifically, for native listeners in SSN, the wSSDRC modification produces 150% relative improvement in intelligi-
bility over the plain speech at the lowest SNR. This gain is reduced to 24% as the SNR improves to the Mid point, which
was further reduced to 10% in the highest SNR. However, the relative intelligibility benefits were lesser in non-native
group. In the same maker, only 60% relative improvement were observed at Low SNR, which then reduced to 21% at
Mid point, then to 5% at the highest measured SNR. This disparity in identifying words in sentences might have been
partly due to the less language proficiency of non-native listeners.

Similarly, in the case of competing speaker (CS), an 83% relative performance gain is observed for native listeners at
the lowest SNR over the unprocessed plain speech. This gain is reduced to 15% at Mid point, which further come down
to 10% at the highest SNR. While in the case of non-natives, the relative gains were lower. At the Low SNR, only 22%
improvement was observed, which was then increased to 16% and this further reduces to 3% at the High SNR point.

Across all conditions, no statistically relevant difference in intelligibility gain were observed between wSSDRC and
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SSDRC. This was expected from the fact that the wSSDRC has been trained to mimic the feature modifications of
SSDRC algorithm. Therefore, the findings further underline the fact that the proposed network has been fitted very veal
into the problem of intelligibility modification.

6.2.2 Normal and hearing impaired listeners

In the section above we observed a clear benefits by the wSSDRC processing both for native and non-native listeners.
However, several studies have pointed out that older listeners have difficulty in understanding speech, particularly in the
presence of noise [Plo86, DP80]. This hearing loss has been found to be largely linked to the weaker sensitivity of the
cochlear filters. Since the cochlear filters are band selective, reallocation of energy in the spectral domain must improve
the intelligibility for damaged ears. In the past, spectral contrast enhancement with enhancing the peak to valley contrast
of the speech spectrum was found to contribute to the intelligibility for listeners with sensorineural hearing impairment
[BMG93]. Since wSSDRC does perform the spectral redistribution of energy, it is relevant to see its effects on hearing
impaired group.

This evaluation is done within the Greek community due to the easy accessibility of impaired patients. We used the
Greek Harvard corpus as the corpus to train and evaluate the wSSDRC model.

The Greek Harvard corpus: The Greek Harvard (GrHarvard) Corpus was recently designed to address a lack of
Greek sentence corpora developed for intelligibility testing [Sfass]. It comprises 720 sentences in the format of the
Harvard/IEEE material [RCG+69] with the necessary accommodations for the Greek language. The original Harvard
material has been used extensively in speech intelligibility experiments (e.g. [CMVB+13c], [HL10]) and has also been
adapted for the Spanish language [ALC14]. Each sentence of the GrHarvard Corpus includes five keywords consisting
of one, two or three syllables, with the total number of words per sentence varying strictly from five to nine. Sentence
content was inspired in part by the original Harvard sentences; a translation of the original material was not possible in
most cases, because grammatical differences between the English and the Greek language rendered many of the key-
words unsuitable candidates for the GrHarvard Corpus. The majority of keywords have been selected from GreekLex
2 [KvHPL17] so that the resulting sentences are meaningful, semi-predictable and resemble everyday language. For
example, To x‘lo e–nai àristo ulikÏ gia paiqn–dia kai k‘bouc’ [to.”ksilo.”ine.”aristo.ili”ko.jja.pe”xniDja.ce.”civus]
(Wood is an excellent material for toys and cubes), “KautÏc atmÏc xËfuge apÏ th spasmËnh balb–da” [ka”ftos.a”tmos.”
ksefijje.a ”po.ti.spa”zmeni.val”viDa] (Hot steam escaped from the broken valve). The GrHarvard Corpus is freely avail-
able to the research community for non-commercial purposes. The 720 sentences in Greek orthography and phonetic
transcription as well as metadata information are provided 1.

The 720 utterances of the GrHarvard Corpus were divided into two groups, 600 for training and the remaining 120
for validating and testing the model. We used the same samples as the validation and test set. Sentences with a maximum
of 7 words in total were selected for testing / validating. Although the dataset was recorded at 44.1 kHz, it was down-
sampled to 16 kHz, as feeding high-resolution samples into the model would limit the phone context covered by the
receptive fields. The corresponding target pairs were generated by running the SSDRC algorithm over the samples. In
the process of finding the optimal configuration, the model trained with British Harvard was tested on the Greek test set.
It performed well, except for some occasional clicks in the generated samples that would make listening less comfortable.
Therefore, the Greek training set was ultimately selected to fully train the network. As such, the final evaluating model
is purely trained on the Greek Harvard corpus.

Two groups of listeners were recruited: individuals with normal hearing (NH) and hearing impairment (HI). The
participants with HI were screened for hearing loss via Pure Tone Audiometry (PTA) at frequencies of 0.5, 1, 2, 4 kHz
in both ears. The group with HI was characterized by an average hearing loss of 62 dBHL. Most of the participants wore
hearing aids which were removed during the test.

This experiment has considered masking based on stationary speech shaped noise (SSN) only. SSN was selected
from the Hurricane Challenge [9]. Since intelligibility level varies from subject to subject, intelligibility gains should

1
https://www.csd.uoc.gr/˜asfakianaki/GrH.html

https://www.csd.uoc.gr/~asfakianaki/GrH.html


Chapter 6. Neural Based Intelligibility Modification 111

be observed from a common reference point. This was achieved by designing subject-specific Signal-to-Noise Ratio
(SNR) sets to match the speech reception threshold (SRT), i.e. the point at which 50% of speech is intelligible for each
individual listener. For this, an initial pilot study was carried out, during which each participant was asked to listen to an
initial set of samples, masked with SSN at SNR points in the range of -7 dB to -1 dB for NH and -3 dB to +9 dB for HI
individuals. After analysing the responses, subject-specific SNRs were selected that matched each listener’s SRT. The
masking noise level for the final test was set on this SNR value.

The percentage of correct words recalled in each condition from the 13 participants with normal hearing and 11 with
hearing impairment are plotted in Figures 3 and 4, respectively. The lower and upper sides of the boxes are the lower and
upper quartiles. The boxes cover 50% of data distribution. Median of the distribution is represented by the horizontal
line inside the box. The whiskers are the two lines outside the box that extends up to 1.5 times the interquartile range (or
box width) from the lower and upper quartiles. Samples beyond that are labelled outliers in each conditions.

Figure 6.8 – Words recalled by participants with Normal Hearing (NH) in different conditions; boxes represent data
dispersion

The intelligibility score of plain, unmodified speech for both groups, with NH and HI, is on median 58% and 45%,
respectively. The values confirm that participants in each group on average listened to the plain test at the SRT points.

Looking at the group with NH, we observe that the neural enrichment model (wSSDRC) has induced a median
intelligibility of 97%, a rise of 39% from the plain unprocessed speech. SSDRC has produced a median gain of 98%, a
value. closely matching that of the wSSDRC model. The difference between the two results is not statistically significant.
Regarding the group with HI, the median intelligibility of the samples from the neural model (wSSDRC) was 83%, which
is an improvement of 38% over the Plain condition. SSDRC produced a slightly higher gain of 88%. This might be due
to the few outliers in the wSSDRC condition, as can be seen in Figure 4, which have caused the larger median deviation
between SSDRC and wSSDRC, in contrast to the group with NH.

To statistically account for this variability among the groups, and observe its influence on the between group vari-
ability, an one-way analysis of variance (ANOVA) has been conducted.

ANOVA is a comparative measure of variance among and between groups. If within-group variability is more sig-
nificant than between-group variability, the dominance of one group over the other should not be appraised as a reliable
gain. ANOVA examines these variations in a more absolute statistical way. In the present study, this is important in
order to capture the real gain, if any, as different processing types vs. unprocessed speech are being compared, and more
importantly, in order to match the performance of SSDRC with that of wSSDRC, and investigate how close the two
models are.

ANOVA computes F-statistics, which is the ratio of inter- group to intra-group variability. Higher F-value indicates
higher inter-group variability, which in turn means one group is dominant over the other. The p-value accompanying
the F-value indicates that the probability of the predicted F-value could be random. Lower p value indicates higher



112 Neural Networks for the Quality and Intelligibility Enhancement of Speech

Figure 6.9 – Words recalled by participants Hearing Impairment (HI) in different conditions; boxes represent data dis-
persion

confidence of the returned F-value.

Firstly, let us consider the NH group. On the null hypothesis that the three modifications - Plain, SSDRC and
wSSDRC - produce the same intelligibility gain, we ran the one way ANOVA over the three methods. It rendered
the result

�
F = 163.6, p = 7.4⇥ 10�18

�
, the very high F and very low p indicates that at least one of the compared

groups is significantly different. Though it is obvious from Figure 3 which group falls behind, we have computed an
additional series of ANOVA; dividing the three pair groups into sub groups of two pairs. The Plain - SSDRC produces
(F = 211.2, p = 9.36⇥ 10�13

�
, Plain � wSSDRC produces (F = 184.5, p = 3.56⇥ 10�12

�
, and SSDRC-wSSDRC

produces (F = 0.192, p = 0.66). The picture is clearer now that Plain class is significantly farther from the other two
categories. More importantly, when comparing the SSDRC with wSSDRC the F-value is 0.192, which is very close
to the ideal case, F = 0, the case where the two categories would be exactly equal. This confirms that the wSSDRC
produces an equivalent statistical intelligibility gain as the SSDRC for NH.

In the case of the HI group, when performed the statistical test between SSDRC - Plain categories, the statistics shows�
F = 65.3, p = 1.02X10�7

�
, while the neural enrichment ( wSSDRC )� Plain gives

�
F = 39.28, p = 4.04X10�6

�

Though the F-values are not as large as the NH, here also, the higher F values indicate the obvious fact that the processing
has resulted in substantial intelligibility gain. Though the two F values differ significantly, when computing the same test
between SSDRC - wSSDRC the F score (F = 1.94, p = 0.178 ) was close to the matching point, which again manifests
that both models are rendering relatively similar gain.

The ANOVA tests further confirm the fact that the neural enrichment model (wSSDRC) produces an equivalent
intelligibility gain with the signal processing model (SSDRC) that was used as the target style. Hearing impaired people
benefits equally as the normal hearing group with the wSSDRC processing. Besides, the study confirms that a carefully
designed neural model could learn the speech features for intelligibility even on a language like Greek which differs from
languages of Latin origin. Though it may not be attractive at this point, the same neural model could have been robust
against noise if it were trained with noise perturbations at the input, in contrast to the statistical model.

6.3 Conclusions

In this chapter, the usability of neural networks (NNs) for intelligibility enhancement of speech was experiments. A
network was trained to mimic the spectral shaping and dynamic range compression of famous SSDRC algorithm. The
resulting model is called wSSDRC. The objective analysis showed that if trained sufficiently wSSDRC can learn the
intelligibility patterns from data. Multiple subjective intelligibility evaluations with phonetically balanced English and
Greek Harvard corpuses were conducted. The results show that the wSSDRC samples are as intelligible as the SSDRC
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in all listening conditions for both normal and hearing impaired listeners. This was confirmed with statistical ANOVA
test in some evaluations. However, wSSDRC is not language independent as SSDRC, therefore had to be retrained for
Greek and English voices. Once trained adequately, the model was found to produce stable intelligibility gain which is
important in practice. The findings that neural networks can generate intelligible speech with training on an intelligible
speech style lies the foundation for the following chapters.



114 Neural Networks for the Quality and Intelligibility Enhancement of Speech



Chapter 7

Intelligible Text-to-Speech Synthesis (TTS)

With the finding that intelligibility can be learned on the weights of neural networks, we extended the same concept
to text-to-speech synthesis (TTS) domain to generate intelligible speech from text. Over the years, text-to-speech (TTS)
systems have become more prevalent with a substantial range of applications including personal voice assistants, public
address systems and navigation devices. In a quiet environment, the intelligibility of synthetic speech corresponds to that
of natural speech. However, the intelligibility is typically fallen below the level of natural speech in noisy conditions
[CMVB+13c]. Listeners in real-world scenarios often hear speech in noisy surroundings where the intelligibility of
synthetic speech is also compromised. Therefore, highly efficient TTS systems which are able to simulate Lombard
effect and make the speech more intelligible are essential for the end listeners. Such speaking style conversion retains
the linguistic and speaker-specific information of the original speech.

Few studies have explicitly adapted Lombard speech onto speech synthesis models by focusing on articulatory ef-
fort changes [RSVA11, PDD14]. Previously, the majority of such studies were conducted using hidden Markov model
(HMM)-based statistical parametric speech synthesis (SPSS) due to its superior adaptation abilities and flexibility. The
HMM model trained on normal speech was then adapted using a small amount of Lombard speech and improvements
were shown under different noisy conditions [CMVB+13c]. Yet, these approaches were limited to poor acoustic mod-
eling and inability to synthesize high-fidelity speech samples. To overcome this, deep neural network approaches were
implemented where the robustness of acoustic modeling is improved by efficient mapping between linguistic and acous-
tic features. Inspired by the success of adversarial generative models, Cycle-consistent adversarial networks (Cycle-
GANs) showed promising results in terms of speech quality and the magnitude of the perceptual change between speech
styles [SJY+19, SJA+19]. An extension to recurrent neural networks and particularly long short-term memory networks
(LSTMs) were proposed that it successfully adapted normal speaking style to Lombard style [BAA17]. In [BJA+19c],
the authors demonstrated results with sequence to sequence (seq2seq) TTS models along with the recently-proposed
Wavenet vocoder where the audio samples are generated through a non-linear autoregressive manner. Along with dif-
ferent adaptation approaches, various TTS vocoders are compared in the context of style transfer and assessment was
performed in terms of speaking style similarity and speech intelligibility [SJRA19, BJA+19a].

To train a TTS system with Lombard style, a sizable amount of training data is required. However, the collection of a
large portion of Lombard speech is difficult. Such data sparsity limits the usage of typical data-driven approaches similar
to the recent end-to-end TTS systems. Our work takes into account the use of speaking style adaptation techniques
leveraging on large quantities of widely available normal speech data referred to as transfer learning. It assumes the prior
knowledge from a previously model trained with large variations in linguistic and acoustic information and adapts to the
target styles even with limited amount of data. In the literature, most of the vocoders for style transfer in TTS systems are
either source-filter based models or convolutional models [SJRA19, BJA+19c]. However, such techniques are limited by
their inefficiency both in modeling proper acoustic parameters and in computational complexity of sample generation.
Inspired by the performance and computational aspects of recurrent neural networks, in this work, we employ WaveRNN
as a vocoder [KES+18] which generates speech samples from acoustic features, i.e., mel-spectrograms. Experimental
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Figure 7.1 – Block diagram of Tacotron architecture (from [WSRS+17]).

results indicate that WaveRNN is capable of adapting appropriate target speech style and able to provide more stable
high-quality speech samples. To generate the mel-spectrograms from text, we utilize a popular architecture Tacotron, a
seq2seq encoder–decoder neural network with attention mechanism [WSRS+17].

Improvement of speech intelligibility in noise can also be achieved by signal processing techniques such as amplitude
compression [NG76], changes in spectral tilts [LC09], formant sharpening and dynamic range compression [ZS14].The
method Spectral Shaping and Dynamic Range Compression (SSDRC) has been shown to provide high intelligibility gains
in various noisy conditions by redistributing signal energy on time-frequency information [ZKS12]. In [VBYKS13],
the best performing method was achieved by applying additional processing, i.e., dynamic range compression after
generating Lombard style adapted TTS. The results, however, failed to increase the intelligibility under competing-
speaker noise. In order to develop a highly intelligible communication system and restrict the latency imposed by
additional processing after the TTS synthesis. Here, we implement Lombard-SSDRC TTS where the TTS is trained with
Lombard speech processed through the SSDRC algorithm. Hence, we combine the advantages of naturally-modified
Lombardness with speech enhancement strategies in frequency-domain (spectral shaping) and in time-domain (dynamic
range compression) into an intelligibility-enhanced TTS synthesis system.

7.1 Neural TTS architecture

The proposed TTS system is composed of two separately trained neural networks: (a) Tacotron, which predicts mel-
spectrograms from text and (b) WaveRNN vocoder, which converts the mel-spectrograms into time-domain waveforms.

7.1.1 Tacotron

Tacotron [WSRS+17] (Figure 7.1) is a seq2seq architecture with attention mechanism and it is heavily inspired by the
encoder-decoder neural network framework. The system has two main components: (a) an encoder and (b) an attention
decoder. The encoder consists of 1-D convolutional filters, followed by fully-connected (FC) layers and a bidirectional
gated recurrent unit (GRU). It takes text as input and extracts sequential representations of text. The attention decoder is
a set of recurrent layers which produces the attention query at each decoder time-step. The input to the decoder RNN can
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Figure 7.2 – Block diagram of WaveRNN architecture.

be produced by concatenating context vector and output of the attention RNN. The decoder RNN is basically a 2-layer
residual GRU whereas the attention RNN has a single GRU layer. The output of the attention decoder is a sequence of
mel-spectrograms which is then passed to the vocoding stage.

7.1.2 WaveRNN

The implemented WaveRNN vocoder is based on the repository1 which in turn is heavily inspired by WaveRNN
training [KES+18]. This architecture is a combination of residual blocks and upsampling network, followed by GRU
and FC layers as depicted in Figure 7.2.

The architecture can be divided into two major networks: the conditional network and the recurrent network. The
conditional network consists of a pair of a residual network and an upsampling network with three scaling factors. At the
input, we first map the acoustic features, i.e., the mel-spectrograms to a latent representation with the help of multiple
residual blocks. The latent representation is then split into four parts which are later used as input to the subsequent
recurrent network. The upsampling network is implemented to match the desired temporal size of the input signal. The
outputs of these two convolutional networks i.e., residual and upsampling networks along with speech are fed into the
recurrent network. As part of the recurrent network, two uni-directional GRUs are employed with a few FC layers. By
designing, such network not only reduces the overhead complexity with less parameters but also it takes advantage of
temporal context resulting in better prediction.

In addition, we apply continuous univariate distribution to be a mixture of logistic distributions [OLB+18] which
allows us to easily calculate the probability on the observed discretized value. Finally, discretized mix logistic loss is
applied on the discretized speech samples.

1
https://github.com/fatchord/WaveRNN

https://github.com/fatchord/WaveRNN
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7.2 Transfer learning

The majority of deep learning methods perform well under the standard assumption that the training and inference
data are drawn from similar feature space and data distribution. When the distribution changes, models need to be trained
from scratch using new training data. Under the condition of data scarcity such as in our case for Lombard data, training
a new model on such a limited sample size might lead to poor execution. In such cases, transfer learning (TL) offers
a desirable and extremely important adaptation framework [PY09]. Assuming that there are two tasks, source task and
target task, TL tries to boost the performance of the target task by utilizing knowledge learned from the source task via
fine-tuning prior distributions of the hyper-parameters.

LJSpeech 
(Normal)

TL Nick 
(Normal)

LJSpeech 
(Normal)

TL Nick 
(Normal)

Nick 
(Lombard)

TL

LJSpeech 
(Normal)

TL Nick 
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(SSDRC)
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LJSpeech 
(Normal)
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(Normal)

Nick 
(Lombard+SSDRC)
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TTS

Lombard 
     TTS

SSDRC 
   TTS

Lombard
 SSDRC 
   TTS

Figure 7.3 – A functional block diagram of the proposed adaptation techniques used in this study. Each block represents a TTS
system (Tacotron + WaveRNN) which takes text as input and generates speech samples.

We develop four TTS systems based on the speaking styles: normal TTS, Lombard TTS, SSDRC TTS and Lombard-
SSDRC TTS. To effectively transfer the prior knowledge, we initially train the TTS system with normal speech (single
female speaker from LJSpeech corpora) which has a large amount of linguistic variability. Then, we adapt the learned
model with normal speech from a male speaker (Nick). This normal TTS serves as the baseline system for our exper-
iments. Lombard TTS system is then fine-tuned using again the TL approach on the limited Lombard data from the
same male speaker (Nick). Whereas, SSDRC TTS uses training data processed with SSDRC algorithm applied on Nick
normal speech. The last TTS system is fine-tuned on data that is prepared by applying SSDRC algorithm on Nick’s
Lombard speech, referred to as Lombard-SSDRC TTS. Please note that all proposed TTS systems comprise of Tacotron
and WaveRNN modules [PPSed] and each module is trained separately using data from the corresponding target speech
style.

7.3 Database and Hyperparameters Selection

The proposed TTS systems are trained using two publicly available database, i.e., LJSpeech corpus [Kei17] and Nick
Hurricane Challenge speech data [CMVB+13b]. LJspeech consists of 13,100 short audio clips of a single female profes-
sional speaker reading passages. The Nick data has both normal and Lombard styles of British male voice professional
speech. The normal speech consists of 2592 utterances (⇠2 hours) whereas the Lombard speech data has 720 utterances
(⇠30 minutes). During training, we always consider 2400 utterances for normal and 500 utterances for Lombard speech.
We additionally compare with the baseline Lombard TTS system which is built on Tacotron and WaveNet architecture
[BJA+19c]. The WaveNet configuration used in their system consists of three repetitions of a 10-layer convolution stack
with exponentially growing dilations, 64 residual channels and 128 skip channels whereas the Tacotron architecture is
similar to ours. The proposed Tacotron and WaveRNN models use 80 dimensional normalized mel-spectrograms, ex-
tracted from audio frames of width 50ms, hop length of 12.5ms and 2048-point Fourier transform. In Tacotron, character
embeddings are set to 256 and a progressive training schedule is employed with reducing batch size from 32 to 8. Wav-
eRNN architecture is based on a set of 10-layer convolution stack inside residual blocks followed by 2 GRUs. Each GRU
has 512 hidden units. Code and audio samples can be found in 2.

2
https://dipjyoti92.github.io/TTS-Style-Transfer/

https://dipjyoti92.github.io/TTS-Style-Transfer/
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Table 7.1 – SIIBGauss intelligibility measure at different SNR levels under speech-shaped and competing-speaker noise.

Systems SSN CSN
-10 dB -5 dB 0 dB -21 dB -14 dB -7 dB

TTS 15.03 26.80 42.43 13.3 17.86 28.27
Lombard TTS [BJA+19c] 17.89 33.89 54.53 9.91 18.1 36.21

Lombard TTS (ours) 20.02 37.43 58.65 13.52 22.51 41.65
SSDRC TTS 29.90 51.02 77.97 16.73 29.75 55.56

Lombard-SSDRC TTS 35.04 58.68 88.35 19.13 35.84 68.35

7.4 Observations and discussion

Objective intelligibility scores are computed first for the five style adapted methods (TTS, Lombard TTS [BJA+19c],
proposed Lombard TTS, also refer to as Lombard TTS (ours), SSDRC TTS and Lombard-SSDRC TTS) under two
different noisy conditions. A recently developed intelligibility metric called ‘speech intelligibility in bits’ (SIIBGauss)
[VKKH18] is implemented as an objective evaluation metric. It takes into account the information capacity of a Gaussian
channel between clean and noisy signals. Higher values refer to better intelligibility. The scores are evaluated from 250
utterances and each adaptation approach has 50 distinct utterances. Table 7.1 presents SIIBGauss intelligibility scores.
We consider three different Signal-to-Noise Ratio (SNR) levels masked with two types of noise: speech-shaped noise (0
, -5 and -10 dB) and competing-speaker (-7, -14 and -21 dB). Since we are focusing in the context of TTS, we omitted
the scores for natural speech in our experiments.

It can be observed that the standard synthesis system trained with normal speech, referred to here as the speech
type ‘TTS’, is the worst performer when compared to the rest of the methods under any condition as expected. To
enhance the intelligibility, TTS is re-trained with limited Lombard style data. We observe that the proposed Lombard
TTS i.e., Lombard TTS (ours) is able to successfully mimic the Lombardness and outperforms baseline Lombard TTS
from [BJA+19c] with a relative improvement between 8% and 12% in SSN and 15% to 36% in CSN conditions across
different SNR levels: from low to high SNRs. The results also show high performance gain of 18% and 36% in Low
SNR i.e., -10 dB for SSN and -21 dB in CSN conditions, respectively. The use of WaveRNN instead of WaveNet vocoder
as in the baseline Lombard TTS, demonstrates how the choice of vocoder affects the intelligibility of synthesized speech.
WaveRNN effectively adapts to the new style while trained with limited amount of target style data. Furthermore, taking
into account the SSDRC approach, we aim towards additional intelligibility gains under adverse noise conditions. Our
results reveal that SSDRC TTS archives further improvement compared to the Lombard TTS. Motivating by the boosting
effect of Lombard style, along with the enhancement by SSDRC data in terms of speech intelligibility, the proposed
Lombard-SSDRC TTS shows significant intelligibility gains between 110% and 130% in SSN, and 47% to 140% in CSN
against TTS. Those results can be attributed by the fact that the combined model exploits efficiently both Lombardness
and spectral shaping with range compression by modifying time-frequency regions.

To assess the performance on subjective evaluation, metric scores were computed based on the number of keywords
correctly identified in each sentence. The short common words ‘a’, ‘the’, ‘in’, ‘to’, ‘on’, ‘of’, and ‘for’ were excluded.
The listening test was conducted via a web-based interface and ten native listeners participated in the test. No listener
heard the same sentence twice, and each condition was heard by the same number of listeners. Since intelligibility level
varies from one listener to another and large variability in scores can be possible when listeners use different hearing
devices or backgrounds, intelligibility gains should be observed from a common reference point. This was achieved by
designing an initial pilot study where subject-specific SNR levels are matched with the speech reception threshold (SRT)
at which 40% of normal speech is intelligible for each individual listener. In the final listening test, we choose SNR
levels based on the values obtained from the pilot study for each listener individually.
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Figure 7.4 – Box plot results for listeners’ keyword scores across of methods for SSN and CSN.

Box plots reported in Figure 7.4 allow comparison between different TTS modification algorithms. The subjective re-
sults reveal a similar pattern to the objective metrics. The proposed Lombard-SSDRC TTS outperforms all other methods
with a remarkable margin under all noisy conditions. Lombard-SSDRC TTS shows superior performance by achieving
a remarkable relative improvement of 455% for SSN and 104% for CSN in median keyword correction rate compared to
TTS method. It is worth noting that the performance gains are immensely higher in SSN condition, although we observe
outstanding performance gains in both noisy conditions. Moreover, the comparison between Lombard TTS [BJA+19c]
and Lombard TTS (ours) adaptation methods highlights that Lombard TTS (ours) method achieves significantly better
performance in terms of keyword correction rate. This confirms the adaptability of WaveRNN for limited data scenarios,
and shows its effectiveness in the transfer learning approach. The results indicate a relative improvement of 136% in
SSN and 16% in CSN compared to Lombard TTS [BJA+19c] in terms of median keyword correction rate.

7.5 Conclusions and perspective

In summary, we built and evaluated a set of intelligible TTS systems for various speaking styles with the help of
transfer learning in Tacotron + WaveRNN architecture. The synthesized voice was adapted to two strategies: Lombard
style recordings and SSDRC algorithm. First, we showed that the Lombard-adapted TTS system (ours) is able to suc-
cessfully learn Lombard style under limited training data and outperforms the baseline Lombard TTS system [BJA+19c]
by a significant margin when masked either with SSN or CSN noise. This shows the advantage of applying neural-based
WaveRNN vocoder and its importance in achieving highly-intelligible Lombard synthetic speech.

The SSDRC adaptation of TTS was found to further improve the intelligibility substantially compared to both the
normal and Lombard-adapted TTS systems in objective metric. Furthermore, to enjoy larger intelligibility gains, we com-
bined the benefits of Lombardness with the SSDRC modification strategy. Experiments on both objective and subjective
intelligibility scores confirmed that the combined system contributed to significant gains under all noisy conditions. In
conclusion, these observations further underline the fact that neural networks can be optimized to learn various speak-
ing styles so that to generate intelligible speech in adverse conditions; an observation that was reported in the previous
chapter with speech input.

Now that it has been shown that neural models can learn the intelligibility patterns from data, we will investigate their
robustness to noise (at the input) in the next part.



Part III

Joint End-to-End Speech and Listening
Enhancement





Chapter 8

Joint Far- and Near-End Enhancement

Speech acquisition in the real world is detrimented by the presence of background noise. Speech enhancement
(SE) models are designed to restore the clean message before its delivery to the targeted listener. SE systems clean the
signal by suppressing the noise, thereby improving the perceived quality and/or intelligibility of speech. Whereas the
listening enhancement (LE) systems, such as wSSDRC, are designed with the supreme objective of improving speech
intelligibility through modifying speech spectral and temporal structures, as the naturally produced speech is not always
very intelligible for listeners in noise or at distance. They have been reported to produce substantial intelligibility boosts
both for normal and hearing impaired listeners in multitude of acoustic settings [CMVB+13c, RSVBC20, ZSIA16].

However, most of the previous LE models were designed under the assumption that clean speech is readily available
to be modified (noise-free far-end in Fig. 8.1). This assumption does not hold in the majority of practical cases. For
instance, one could easily imagine a situation where both the speakers in a mobile communication are being subjected
to noise. Therefore, integration of SE module to address the noise at the far-end before going to the intelligibility
modification for near-end is essential in practice. Attempts have been made in the past to integrate the statistical SE
and LE modules for joint far-end near-end enhancement. In [KHK17] and [GZS15] (Fig. 8.2), the authors have tried
to optimise the gains of far-end and near-end filters for a stable communication setup. In such a framework with SE
as front-end for LE models, the intelligibility gains depend on the speech restoration capability of the SE module. For
instance, statistical-based SE front-ends have been reported to introduce large speech distortions in low SNR far-ends
[EMLF06, EMLF05]. To this end, a multi-band SSDRC (MBSSDRC), which combines SE and LE stages, was suggested
in [ZS17] (Fig. 8.3). For MBSSDRC, speech modifications at near-end were adapted to the level of the input (far-end)
noise. Although this approach has helped to lower the distortions of enhanced speech, its intelligibility gains for the
near-end listener were reduced compared to baseline SSDRC.

        Processor

noise

noise

speech

listener

noise

noise

near-endfar-end

Figure 8.1 – Typical end-to-end communication scenario.
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So far, the problem of near-end intelligibility enhancement with noisy far-end speech has been addressed mainly
with classical signal processing techniques. However, the advent of neural networks has wide-open new opportunities.
Inspired by the results observed in the previous chapter with neural networks for enhancing the intelligibility of clean
speech, this chapter investigates the robustness of that system with noisy input. To the best of our knowledge, this is the
first study using neural networks for improving near-end intelligibility in noisy far-end settings.

Speech Enhancement Listening Enhancement
s+n s~ŝ

Figure 8.2 – Modular setup for joint speech and listening enhancement [GZS15].

Speech Enhancement Listening Enhancement
s+n s s~^

Figure 8.3 – Multi-band SSDRC method [ZS17].

We present a method that replaces the SE and LE stages with a single neural network. The proposed system operates
on raw speech samples and is based on a CNN architecture with decreasing dilation factor for kernels over the layers.
Previous framework was first introduced for speech synthesis as FFTNet [JFML18], and was extended for speech en-
hancement in the first chapter of this thesis showing promising results over other architectures. In this paper, we perform
experiments with both the causal and non-causal extensions of FFTNet. A Teacher–Student strategy is followed for net-
work training, where the Teacher is a well established expert-driven intelligibility enhancement method (SSDRC), and
the Student is FFTNet.

8.1 The Problem Definition

In this paper we assume an additive model for the noise. Given the end-to-end communication scenario in Fig. 8.1,
denoting m(t) as the clean far-end speech and nf (t) as the background noise, the mixture signal at the speaker’s side is
defined as,

x(t) = m(t) + nf (t). (8.1)

Suppressing the noise before encoding the mixed signal for transmission is critical because speech codecs have poor
robustness with noisy data [JMV+00]. Therefore, speech enhancement strategies are often used before speech encoding
[VSL02]. As depicted in Fig. 8.1, the near-end listener is also affected by noise in the surrounding, nn(t). Assuming no
additional noise from the transmission channel, and in the absence of any processing, the signal perceived by the listener
is

mr(t) = x(t) + nn(t), (8.2)

which can be rewritten as
mr(t) = m(t) + nf (t) + nn(t). (8.3)
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As such, the design of the processor in Fig. 8.1 should be concerned with the effects of noise in both far and near-ends.
Indeed, as the far-end noise nf (t) is accessible at the processor’s input, the noise statistics can be measured and later used
to suppress the interference. In contrast, and assuming that the listener does not carry any on ear device for denoising,
the near-end noise nn(t), acting as an auditory masker, can only be alleviated by modifying the speech components such
that its intelligibility is promoted in this environment. Hence, an optimal processor should meet two requirements: (i)
restore the speech that has been masked by the far-end noise, and (ii) modify the restored speech features to be more
intelligible under noise for the near-end listener.

A trivial solution can be a two-stage neural processing, namely a neural denoising (e.g., FFTNet [MSATS19]) net-
work, at far-end to restore speech from the noisy recording, followed by a neural intelligibility enhancement module
(e.g., wSSDRC [MSTS18]), at near-end to boost the listener’s intelligibility. However, such a modular approach would
be prone to propagation of distortions from the front-end to back-end module. Informal listening tests have confirmed
the propagation and amplification of these distortions. Therefore, we suggest an end-to-end solution which jointly solves
both problems using a single deep neural network. As such, this model takes the noisy speech x(t) in Eq. (8.1) as input
and transforms it to a higher intelligible space y(t) which meets the near-end listening requirements. Subsequently, the
far-field noise is removed and the generated samples are more intelligible at the listener’s side.

Transformation from a noisy to an intelligibility improved feature (or just speech) space can be formally defined as

ŷt = f(xt�r1, . . . , xt�1, xt, xt+1, . . . , xt+r2;W). (8.4)

Given r1 left and r2 right input frames, the NN model f outputs the enhanced frame at current time index t. W represents
the model’s weights, and it is learned in a supervised fashion during network training. The conditional dependency on
the past [xt�r1, ..., xt�1] and future [xt+1, ..., xt+r2] input samples is attained through the wide receptive field of the
network. Model f is either causal (r2 = 0) or non-causal (r2 > 0), and it can be of various topologies. Generally,
the mapping function described in Eq. (8.4) can be learned through many neural network architectures. However, our
experiments have shown that end-to-end models based on CNNs with raw speech input outperform other architectures
employing standard acoustic features as input. Both the causal and the non-causal variants of the proposed CNN topology
were investigated and they are described below.

8.2 Proposed neural models

8.2.1 Causal convolutional FFTNet neural network

Convolutional neural networks are popular for their ability to isolate temporal patterns of speech with kernels of fixed
size. For this work, convolution kernels with variable dilation factors are used as the basic building blocks [YK15]. In a
causal dilated convolution with factor d, the activation of present sample is determined by the present and the (d)th past
sample instances. The dilation helps to reduce the computational complexity of the final model by removing redundant
computations that would have been caused by normal convolution kernels.

In the proposed architecture, the dilation rate reduces by a factor of 2 as we pass from one layer to the next (Fig. 8.4).
Since the resulting dilation pattern resembles to the Butterfly structure of classical Fast Fourier Transform’s (FFT) coeffi-
cient computation, the network is denoted FFTNet. A large receptive field helps to capture long-term temporal variations
of input speech.

A similar architecture was originally proposed for speech synthesis as an auto-regressive model in [JFML18]. How-
ever, since the autoregressive models require heavy computations in the generation stage, our model is designed as a
usual feed-forward network. While this modification has removed the stochasticity in sample generation, the acoustic
modelling ability is still preserved. Furthermore, the speech samples are generated in parallel, which is highly desirable
in real-life applications.
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Figure 8.4 – Convolution pattern of causal FFTNet with dilation rate (d) decreasing from bottom to top layers.
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Figure 8.5 – Layer structure of causal FFTNet.

The structure of an FFTNet layer is shown in Fig. 8.5. Two convolution operations are cascaded. The first one has
dilation factor d corresponding to the current layer, which is then followed by a [1 ⇥ 1] convolution. A dilated kernel
with rate d has two active coefficients separated by d� 1 zeros, and its operation can be expressed in time domain as

hi(t) = W i
p ⇥Xi�1(t� di) +W i

c ⇥Xi�1(t), (8.5)

where W i
p and W i

c are the kernel coefficients at layer i, and the variables Xi�1(t) and Xi�1(t� di) are the current and
the (di)th past samples of the input, respectively. The dilation rate di is an integer power of 2. The operation ⇥ denotes
the vector product as the variables involved are vectors with a fixed channel dimension.

Subsequently, multiple feature streams can be extracted by independent sets of kernels with coefficients (W (i)
p ,W (i)

c )
as shown in Eq. (8.5). Hence, the channel state vector over time is
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where n is the channel dimension. The activation function used in our network is the rectified linear unit (ReLU ), which
is applied on the feature map Hi(t), resulting

H(i)(t) = ReLU(Hi(t)). (8.7)

The [1 ⇥ 1] convolution with kernel W (i)
b operates over the depth of the input channels with unit time resolution.

This creates a new feature stream with ReLU activation that is then mixed with the skip connection from the layer input
X(i�1)(t),

X(i)(t) = ReLU(W (i)
b ⇥H(i)(t)) +X(i�1)(t). (8.8)

The skip connection facilitates bottom-up phase information flow and the top-down gradient back propagation. Be-
sides, the skip connection alleviates the gradient vanishing problem associated with deep CNNs.

The output of the final layer Xi=I(t) is transformed to the speech sample ŷ(t) by an n node fully connected layer
having unit time resolution

ŷ(t) = WPr ⇥X(i=I)(t), (8.9)

where I is the index of the final network layer.

8.2.2 Non-causal convolutional FFTNet neural network

In contrast to the causal model, better acoustic modelling is possible with the inclusion of future samples (r2> 0 in
Eq. (8.4)). Hence, a non-causal extension of the suggested neural architecture is presented in this part. In a non-causal
dilated convolution of factor d, the estimate of the current sample depends on the present and the d-th backward and
forward samples of the input signal. Reducing the dilation rate by a factor of 2 from bottom to top layers, the non-causal
network has the structure shown in Fig. 8.6. The expanded context is expected to improve performance, especially in
terms of noise suppression since the statistics at both sides of the target sample are considered. Same as for the causal
version, this system is also designed as a regression model which processes the entire input segment in a single forward
pass.

The structure of a non-causal FFTNet layer is depicted in Fig. 8.7. An additional coefficient is employed in the dilated
convolution block to count the contribution of future samples. Therefore, the dilated convolution kernel generates the
feature stream

hi(t) = W i
p ⇥Xi�1(t� di) +W i

c ⇥Xi�1(t) +W i
f ⇥Xi�1(t+ di), (8.10)

where Xi�1(t), Xi�1(t � di) and Xi�1(t + di) are the current and the (di)th past and future samples of the input,
respectively.

The output of n-channel convolution is
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Figure 8.6 – Convolution pattern of non-causal FFTNet with dilation rate (d) decreasing from bottom to top layers.
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Figure 8.7 – Layer structure of non-causal FFTNet.
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which is followed by the same operations as in Eqs. (8.7) – (8.9) to get the filtered representations at the output block.

8.3 Model Training Strategy

A Teacher–Student approach was selected for training the suggested system, as depicted in Fig. 8.8. The Teacher is
a well-established signal processing approach for near-end listening enhancement designed to work with clean speech
input, and the Student is FFTNet. Although the Teacher is not a pre-trained network as in other similar frameworks, such
as in Parallel WaveNet[?], it still dictates the quality of samples generated by the Student network. While training, the
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Figure 8.8 – Training strategy of proposed method.

knowledge about intelligibility defining feature modifications is transferred to the Student. The training was performed
using parallel data with noisy speech as input and SSDRC enhanced clean samples as target. Therefore, the FFTNet
Student is performing both noise suppression of input speech, and near-end intelligibility enhancement by mimicking the
Teacher’s behaviour.

Concerning the Teacher, although speech intelligibility in noise is determined by both acoustic and linguistic features,
only the contribution of acoustic features was considered in this work. There are many expert-driven approaches in the
literature that aim to achieve improved speech-in-noise intelligibility through spectral/temporal modifications, such as
the maximization of the glimpse proportion count [TC11] or the maximization of the mutual information [KHK17].
However, we have chosen the SSDRC method presented in [ZKS12] as the Teacher module because it achieved state-of-
the-art performance in large scale human intelligibility evaluations [CMVB13a] [CMVB+13c].

SSDRC aims to improve the intelligibility of clean/plain speech in noise [ZKS12]. It has two cascaded systems that
perform modifications over frequency (spectral shaping) and time (dynamic range compression) domains. In the spectral
shaping stage, voiced speech frames are enhanced for formant sharpening, and the spectral tilt is reduced. In the dynamic
range compression stage, the temporal envelope of the reconstructed waveform from the spectral shaping module is
dynamically scaled to reduce its variations, which promotes reallocation of energy from the most sonorant to the less
sonorant (or soft) speech regions. Fig. 8.9 illustrates the magnitude spectrum of a speech segment processed by SSDRC
for improved intelligibility in noise. A reduced spectral tilt is noticeable due to the reallocation of spectral energy from
the low to the mid and high frequency regions. This helps to preserve important speech cues in noisy conditions. More
implementation details of SSDRC can be found in [ZKS12].

The loss function to be optimized during FFTNet training is defined in the waveform domain as the average absolute
difference between the predicted and the target samples. Therefore, the cost function for causal FFTNet is defined as

L(x(k), y(k)) =
1

T (k) � r

T (k)X

t=r

|y(k)t � ŷ(k)t |, (8.12)
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Figure 8.9 – Magnitude spectrum of a speech segment modified by SSDRC for improved intelligibility.

and the objective function for non-causal FFTNet is defined as

L(x(k), y(k)) =
1

T (k) � r

T (k)�r/2X

t=r/2

|y(k)t � ŷ(k)t |. (8.13)

The variables in above equations are as follows:
x(k) : input noisy speech segment at kth training instance,
y(k) : SSDRC modified samples of the clean speech corresponding to the noisy x(k),
ŷ(k) : model predictions for the input x(k),
T (k) : length of the input noisy segment x(k), and
r : length of the network’s receptive field.

8.4 Experimental Evaluation

8.4.1 Database preparation for training and testing:

The far-end noisy data were simulated using clean speech and real noise recordings. Recordings from two speakers
(one male and one female) uttering phonetically-balanced Greek Harvard (GrHarvard) sentences were used as clean
speech. GrHarvard sentence corpus [Sfass] consists of 720 5-keyword sentences designed in the format of Harvard/IEEE
sentences. The average duration of a recording is 3 seconds. A test set comprising of 240 recordings (120 samples
for each speaker) was chosen for evaluation, and it remained unseen during neural network training. The model was
trained on the remaining 1200 utterances of GrHarvard corpus. The noise data are from the DEMAND corpus [?], which
contains 6 categories of perturbation (domestic, nature, office, public, street and transportation). There were multiple
recordings in each of these categories, adding up to 15 total audio files. Five samples selected from each noise category
were kept for testing and were not seen during neural network training. Since the original DEMAND recordings are
multi-channel, only the first channel was used for our experiments. All speech and noise data had 16 kHz sampling
frequency.

For the near-end environment, speech shaped noise (SSN) and competing speaker (CS) type of noise were considered.
The stationary SSN was computed by passing white noise through a filter whose frequency response matches the long-
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Figure 8.10 – Magnitude spectrum of FFTNet predictions contrasted against SSDRC labels that were used as target.

term average spectrum of the clean speech recordings. The non-stationary CS noise was another Greek female speaker
form the ILSAP database1. The SNRs for the near-end mixtures were set at -9 dB, -4 dB and +1 dB for SSN, and at -21
dB, -14 dB, and -7 dB for CS. These SNR levels, for both conditions (SSN and CS), roughly correspond to 25%, 50%
and 75% subjective intelligibility scores with native listeners, and they match with similar experiments in the literature
[CMVB+13c].

8.4.2 Methods

The performance of proposed system was contrasted against a strong signal processing approach denoted Multiband
SSDRC (MBSSDRC) [ZS17]. Being an extension of SSDRC, MBSSDRC was designed to work with noisy input. It
consists of a far-end noise reduction stage, followed by adaptive modifications to improve intelligibility in adverse near-
end conditions. The latter transformations are made adaptive to far-end noise statistics estimated in the former stage.
MBSSDRC performs enhancement only on the magnitude spectra and keeps the noisy phase information for signal
reconstruction.

Regarding the proposed end-to-end neural systems, both the causal (Fig. 8.4) and non-causal (Fig. 8.6) models have
had in total 30 layers made by thrice repeating a convolution block whose dilation factors were [512, 256, 128, 64, 32, 16,
8, 4, 2, 1] with unit strides from the input. These yield a receptive field (r in Eqs. (8.12) and (8.13)) of size 3070 (3069
past samples plus the present one) for causal and 6139 (3069 past, one present and 3069 future samples) for non-causal
networks. Hence, the context of 0.38s (for 16 kHz sampled signal) is captured while predicting every sample in the
non-causal model, which is halved in the causal network. 256 convolution kernels were used in all layers. The top fully
connected layer has a shape of [256,1] and is employed to merge the channel dimension to speech samples. Individual
audio files were fed during model training, hence the batch size was one.

A more powerful noise reduction stage based on non-causal FFTNet (Fig. 8.6) was also cascaded with vanilla
SSDRC to test the performance of the modular (non-end-to-end) design. This system is denoted DnsFFTNet+SSDRC,
and it employs the non-causal FFTNet architecture described above.

All audio data were normalized to an RMS level of -24 dB to remove any loudness variations among the stimuli. The
loss was minimized using Adam optimizer [KB14] with an exponentially decaying learning rate method, learning rate
= 0.001, decay steps = 20000, and decay rate = 0.99. The training stops after 60 epochs and the last returned model is
considered as the final model.

8.4.3 Procedure

The intelligibility gains of proposed and reference methods were assessed both objectively and subjectively. For the
objective evaluation, the speech intelligibility index in bites (SIIB) [VKKH17] is used. SIIB is an intrusive intelligibility

1
http://speech.ilsp.gr/

http://speech.ilsp.gr/
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metric that counts the amount of information shared between a speaker and a listener in bits per second. In contrast to
the standard speech intelligibility index (SII) [Ame97] or speech transmission index (STI) [HS71] metrics, SIIB partially
accounts for the time-frequency dependencies in the signal and the speaker variability in the measurements. SIIB has the
upper limit at 150 b/s and a higher score means better intelligibility.

The subjective intelligibility evaluation was conducted with 25 native Greek speakers aged between 20-35 years. All
were normal hearing. They were asked to listen to speech stimuli and type what they heard using a computer interface.
The stimuli were played only once following a Latin square design. The test was self-paced and lasted approximately
30 minutes to finish. To reduce listeners’ fatigue, only the SSN condition was consider as the near-end masker. During
testing, the SNRs for the far-end noise were 0 dB and +5 dB, while the SNRs for the SSN were -9 dB, -4 dB and +1 dB.
For each condition there were 8 stimuli consisting of both male and female recordings from the test set. All signals were
normalized in RMS before and after the modifications.

To statistically account for the intelligibility gains produced by different methods, an one-way analysis of variance
(ANOVA) test was conducted. ANOVA is a comparative measure of variance among and between groups. ANOVA
computes F -statistics, which is the ratio of inter-group to intra-group variability. Higher F -value indicates higher inter-
group variability, which means that one group is dominant over the other. The p-value accompanying the F -value
indicates that the probability of the predicted F -value could be random. Lower p value indicates higher confidence of
the returned F -value. In the context of present study it is important to capture the intelligibility gains/losses produced by
different enhancement techniques and also to quantify the statistical significance of these results.

8.5 Results and Discussion

First, we see how well FFTNet is trained to generate intelligible speech. Since SSDRC was chosen as the target intel-
ligibility to be attained, the predictions of FFTNet are contrasted against it. The intelligibility modifications of FFTNet
(non-causal architecture) in spectral domain for various segments of speech (from test set) are plotted in Fig. 8.10. In
both voiced and unvoiced utterances, the modifications of FFTNet very closely match with that of SSDRC. It is observ-
able that, through the modifications, some segments have gained energy over plain spectrum while others have lost. This
is because energy was also redistributed over time among segments by dynamic range compression under an equal RMS
constrain before and after processing. Examples in Fig. 8.10 show that FFTNet Student has learned the signal modifica-
tions critical for intelligibility from the SSDRC Teacher. Next, the intelligibility gains are measured both objectively and
subjectively.

8.5.1 Objective evaluations

SIIB scores averaged over the test set at different levels of far-end and near-end adversities are displayed in Tables
I and II for SSN and CS, respectively. Under the masking of both noise types, the far-end speech played without any
pre-processing (Unprocessed) has severely been impaired by the noise. However, the speech intelligibility improves as
the noise intensity reduces (or the SNR increases) in either end of the communication channel. While different speech
modifiers have helped alleviate the information masking by noise at either end, their gains differ largely on operating
SNR.
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Table 8.1 – Objective SIIB scores for near-end SSN condition.

SIIB Near-end noise level

Far-end noise level Methods -9 dB -4 dB +1 dB

0 dB

Unprocessed 12.81 24.86 42.98

MBSSDRC 18.65 24.21 29.73

DnsFFTNet+SSDRC 23.48 38.21 54.70

causal FFTNet 26.56 40.35 56.22

non-causal FFTNet 34.51 61.40 99.96

5 dB

Unprocessed 16.97 33.85 58.05

MBSSDRC 23.85 33.89 43.00

DnsFFTNet+SSDRC 28.23 48.66 70.49

causal FFTNet 30.93 49.88 71.25

non-causal FFTNet 35.72 63.98 102.24

Table 8.2 – Objective SIIB scores for near-end CS condition.

SIIB Near-end noise level

Far-end noise level Methods -21 dB -14 dB -7 dB

0 dB

Unprocessed 9.92 16.86 32.98

MBSSDRC 9.68 13.16 19.34

DnsFFTNet+SSDRC 13.86 23.76 37.86

causal FFTNet 15.53 24.93 40.82

non-causal FFTNet 25.77 50.46 92.38

5 dB

Unprocessed 12.80 24.61 47.31

MBSSDRC 12.64 19.11 28.14

DnsFFTNet+SSDRC 18.70 32.59 53.21

causal FFTNet 19.40 33.30 53.42

non-causal FFTNet 26.61 51.11 92.51
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The objective results suggest that MBSSDRC produces intelligibility benefits in low SNRs for the stationary back-
ground, and no gains for the fluctuating one. For both conditions, the SIIB intelligibility of MBSSDRC speech becomes
worse as the SNR increases, suggesting that the processing artifacts have a significant effect as the ambient noise is
weaker at the listener’s side. This is however expected since the MBSSDRC noise reduction stage is blind and assumes
that the far-end background is fairly stationary, which is not the case with the real-world recordings presented in DE-
MAND set. The stronger noise reduction front-end provided by non-causal FFTNet for DnsFFTNet+SSDRC produces
more intelligible speech than MBSSDRC in terms of SIIBs in all conditions. However, due to the weak coupling be-
tween the denoising stage and SSDRC, informal listening tests have indicated that the processing artifacts produced by
DnsFFTNet+SSDRC are stronger than those introduced by MBSSDRC, therefore the latter system was chosen as a base-
line for the subjective evaluation. Concerning the samples processed by the proposed end-to-end neural models, they
are more intelligible than those from both reference systems across all SNRs under both speech shaped and competing
speaker type of noises.

In the case of SSN, the non-causal FFTNet architecture has produced a 170% relative intelligibility gain at the lowest
far-end near-end SNR combination over unprocessed speech. The relative gain reduces to 75% at the highest SNR of +5
dB far-end and +1 dB near-end. The same network produces relative gains of around 180% and 100% in CS across the
SNRs at 0 dB and 5 dB far-end, respectively, over the unprocessed speech. When compared against MBSSDRC, the non-
causal network produced maximum relative improvements of 230% and 380% in SSN and CS conditions, respectively.
The high SIIB scores of neural models even at high SNRs are clear evidence that the far-end noise has been suppressed
largely without affecting the underline speech message. This high and consistent performance of the neural networks
in unseen noise conditions is very promising for real-world applications where a system deals with diverse acoustic
conditions.

Comparing the causal and non-causal neural network models, intuitively, the non-causal model should generate better
quality samples as the future context has also been included in the modelling. This hypothesis has been confirmed by
results in Tables 8.1 and 8.2, which show that the non-causal FFTNet clearly outperforms the causal version. The large
relative improvements at higher near-end SNRs indicate that the far-end signal has been successfully cleaned. Given
these results, only the non-causal FFTNet model was considered for the subjective evaluation.

8.5.2 Subjective evaluations

The subjective evaluation was conducted for 0 dB and 5 dB far-end ambient levels, and the results are presented in
Fig. 8.11 and Fig. 8.12, respectively. The lower and upper sides of the boxes are the lower and upper quartiles. The
boxes cover 50% of data distribution. Median of the distribution is represented by the horizontal line inside the box. The
whiskers are the two lines outside the box that extends up to 1.5 times the interquartile range (or box width) from the
lower and upper quartiles. Samples beyond that are labelled outliers in each conditions.

The boxes represent data dispersion at each condition while the line inside is the median point. The outliers in each
condition are marked with circles. As such, in the discussion which follows, the gains are presented at the median point.

Firstly, the effect of far-end noise adversity on the processor’s performance is analysed. On the null hypothesis that
individual method produces equal intelligibility boost both at 0 dB and 5 dB far-end SNR, we ran independent ANOVA
tests at -9 dB, -4 dB and +1 dB near-end SNR. The median intelligibility differences at these points together with the
confidence of ANOVA scores are as follows. For a listener at -9 dB near-end SNR, the intelligibility gain by MBSSDRC
is reduced by 26.6% points (F = 69.10, p = 1.01 ⇥ 10�10 ) as the far-end acoustic deteriorates from 5 dB to 0 dB, while
the non-causal FFTNet produces a relatively stable gain with only 15.4% difference (F = 39.16, p = 1.01 ⇥ 10�7 ). At
-4 dB near-end SNR, a similar difference of 27.3% (F = 27.6, p = 3.35 ⇥ 10�6 ) is observed for MBSSDRC, while the
disparity is substantially lower to 6.1% (F =23.6, p = 1.3 ⇥ 10�5 ) for non-causal FFTNet. At the highest near-end SNR
of +1 dB, the performance difference of MBSSDRC is still high at 19.4% (F = 16.75, p = 1.25 ⇥ 10�3 ), while it is
lower to 7.3% (F = 11.39, p = 1.90 ⇥ 10�4 ) for non-causal FFTNet. These large and statistically significant differences
in the intelligibility of MBSSDRC may be explained by the processing artifacts introduced by the denoising module as
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the input SNR deteriorates. On the other hand, the smaller differences for the neural network is a clear indication that
FFTNet produces an almost equal intelligibility boost irrespective of the input noise’s level.

Figure 8.11 – Noisy far-end speech (0 dB SNR) in near-end SSN at various SNRs.

Figure 8.12 – Noisy far-end speech (5 dB SNR) in near-end SSN at various SNRs.

The intelligibility of processed samples at various near-end masking conditions are analysed next. Given the finding
that the level of far-end noise affects the performance of MBSSDRC, this analysis is done separately for 0 dB and 5 dB
far-end SNRs. When the far-end was at 0 dB (Fig. 8.11), only 2.5% of the unprocessed message was intelligible for the
listener under -9 dB near-end masking. However, with the processing of MBSSDRC, the intelligibility was increased by
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22.5% (F = 89.0, p = 1.64 ⇥ 10�12). This gap is reduced to 6% (F= 5.18, p=0.027) when the near-end noise intensity
reduces to -4 dB SNR. However, MBSSDRC has lowered the intelligibility for a listener at +1 dB SNR, causing an
intelligibility loss of 17% (F = 24.6, p = 9.15 ⇥ 10�6) with reference to unprocessed speech. On the other hand, the
non-causal FFTNet produces intelligibility improvements of 57.5% (F = 417.8, p = 2.47 ⇥ 10�25) and 38.9% (F =
135.9, p = 1.3 ⇥ 10�15) in -9 dB and -4 dB SNRs, respectively, over the unprocessed speech. More promising is the
performance at the highest near-end SNR of +1 dB, where non-causal FFTNet has improved the intelligibility by 7.10%
(F= 5.23, p = 0.026).

When the SNR of far-end increased to 5 dB (Fig. 8.12), the median intelligibility of unprocessed speech is raised to
10% at the lowest near-end SNR. Similarly, the performance of MBSSDRC has also improved by producing the highest
relative intelligibility boost of 41.6% (F = 153.6, p = 1.43 ⇥ 10�16) over unprocessed speech. However, as the near-end
SNR improves to -4 dB, the relative gain reduces to 5.40% (F = 0.0001, p = 0.99), then, at +1 dB near-end SNR, an
intelligibility loss of 12.5% ( F = 21.5, p = 2.8 ⇥ 10�5) compared to the unprocessed speech is observed. On the other
hand, the non-causal FFTNet model shows a stable performance across the near-end conditions. With reference to the
unprocessed speech, absolute improvements of 65.4% (F = 387.5, p = 4.8 ⇥ 10�24) and 17.1% (F = 54.5, p = 1.89 ⇥
10�9) were observed respectively at -9 dB and -4 dB SNRs. Their median gains almost overlap at the highest SNR of +1
dB.

Contrasting the performances of MBSSDRC and non-causal FFTNet, the neural model has shown relative improve-
ments of 140% (F = 54.8, p = 1.75 ⇥ 10�9), 64% (F = 92.89, p = 8.34 ⇥ 10�13) and 39% (F = 45.3, p = 1.87 ⇥ 10�8)
at -9 dB, -4 dB and +1 dB near-end SNRs, respectively, for the 0 dB far-end. However, the relative gains were smaller
when the input (far-end) SNR improved to 5 dB, with 46% (F = 30.7, p = 1.39⇥ 10�6), 15% (F = 33.2, p = 5.6⇥ 10�7)
and 16% (F = 22.5, p = 1.99 ⇥ 10�5) at -9 dB, -4 dB, +1 dB near-end SNRs, respectively.

8.5.3 Analysis of intelligibility enhanced samples in time and frequency domains

This disparity in performance between models can be visually observed in the enhanced samples, as shown in
Fig. 8.13 for far-end noise intensity of 5 dB SNR. As visible from the plot, MBSSDRC introduces significant distor-
tions in the signal by amplifying noise regions. In contrast, FFTNet has been more effective in identifying the active
speech components in the noisy recording, which resulted in cleaner speech features to enhance for improved near-end
intelligibility. Comparing the non-causal and causal models, the non-causal FFTNet architecture suppressed the noise
more effectively.

A more in-depth analysis can be achieved by plotting the spectrogram (Fig. 8.14). The far-end speaker was exposed to
0 dB ambient noise, while the noise at the listener’s end (near-end) varied from -8 dB to 30 dB from the top to the bottom
panels. The near-end noise was speech shaped. The clean far-end message signal is also plotted for visual comparison
purposes. As it can be seen in the top panel, for the unprocessed noisy signal only few glimpses of speech are available
to the listener. However, by using enhancement more time-frequency speech regions become visible to the listener
under the same RMS constraint. The signal artifacts introduced by MBSSDRC are more visible in quiet (Fig. 8.14c),
where extended speech portions are lost due to an aggressive far-end noise reduction stage. On the other hand, the
proposed FFTNet approaches have restored most of the speech components from the noisy input, which promote near-
end intelligibility gains (Figs. 8.14a and 8.14b).
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Figure 8.13 – Example of a speech sample enhanced using various methods (5 dB far-end noise).

8.5.4 Real-time factor (RTF) analysis

The real-time factor (RTF) of proposed methods was assessed on an Intel 2.2 GHz CPU device. RTF is computed
as the ratio between the time taken to process an input and the input’s duration, therefore a lower RTF score indicates
a faster algorithm. MBSSDRC is real-time at about 0.11 RTF score, however, the FFTNet models yielded 1.69 and
2.17 RTF scores for the causal and non-causal networks, respectively. Such a level of latency might be affordable
in one-sided communication such as public address systems, e.g., announcements at airports or train stations. However,
further refinement of the FFTNet architecture is required to improve its efficiency towards real-time and with low-latency
requirement applications.

Audio samples2 and a Tensorflow implementation of proposed model3 are being provided.
2
https://www.csd.uoc.gr/˜shiaspv/IS2020-demo

3
https://github.com/shifaspv/wSSDRC-tesnorflow-implementation

https://www.csd.uoc.gr/~shiaspv/IS2020-demo
https://github.com/shifaspv/wSSDRC-tesnorflow-implementation


138 Neural Networks for the Quality and Intelligibility Enhancement of Speech

(a)

(b)

(c)

Figure 8.14 – Example of noisy far-end speech (0 dB SNR) enhanced for intelligibility in near-end SSN at: (a) -8 dB
SNR, (b) 0 dB SNR, (c) 30 dB SNR.

8.6 Conclusions
In this chapter, an end-to-end approach for joint noise reduction and intelligibility enhancement was discussed. Such

a system is required to fully meet the real-world requirement where both the speaker at near-and and listener at far-end
are being immersed in noise. Traditional approaches tune the coefficients of the speech enhancement module at far-
end and the listening enhancement module at near-end, either jointly or independently, to come to an optimal listening
experience. However, such a framework suffers from the error propagation from one system to the other, as was observed
in the case of multi-band SSDRC (MBSSDRC) in the above evaluation.

To address this, a joint formulation of the problem was required. As such, an end-to-end formulation of SE and LE
problems was initially framed. Subsequently, an optimal architecture to learn such a formulation was to be identified.
Since the dilation pattern of SE-FFTNet ( presented in Section I of this thesis) was observed to help learn better noise
discriminative features, the same dilation pattern was followed to construct the end-to-end system. To learn the intelli-
gibility style at output, the spectral shaping dynamic range compression (SSDRC) algorithm was employed as a teacher
module to drag the predictions towards the intelligible space. Once trained adequately, the end-to-end system has learned
to suppress the far-end noise (at input) and to boost the intelligibility of underlying speech. The model has improved
the intelligibility in keyword correct identification from 2.5% to 60% at the worst far- and near-end combination. Com-
pared to the MBSSDRC model, the end-to-end system has always topped, with the highest absolute intelligibility gap of
35% between the two systems. More interestingly, the MBSSDRC system was ranked lower in intelligibility than the
unprocessed speech in quiet near-end conditions, indicating the poor coupling of the SE and LE systems. Whereas, the
end-to-end system performed consistently in all test conditions. This was due to the noise robustness of neural networks
compared to statistical models.

The findings that a neural network can learn the intelligibility modifications can be exploited to build real-world
speech intelligibility enhancers on top of existing neural network front-ends. These developments encourage a new
research direction for designing the next generation of techniques to boost speech-in-noise intelligibility of normal and
hearing-impaired listeners, though more future work is required to make the current system real-time. Similarly, such an
approach of projecting the noisy observations to an acoustically more intelligible space could also improve recognition
accuracy for automatic speech recognizers (ASR).







Chapter 9

Conclusions and Future Work

9.1 Overview

In this thesis, we investigated the prospect of using neural networks for noise removal and the intelligibility enhance-
ment of speech. Speech in the real world can be significantly disturbed by noise at signal acquisition or perception stages,
which can substantially reduce the quality and intelligibility of the signal. Neural networking has become the dominant
approach to model data structures in recent years. As such, we approached the aforementioned challenges of noise on
speech from the neural networking perspective.

To remove the noise on speech while signal acquisition by device, three new architectures have been proposed –
gruCNN-SE, BigruCNN-SE, and SE-FFTNet. The first two models are feature domain models which take the short-
time Fourier transformed (STFT) 2D representation of the noisy signal as the input and predict the corresponding clean
spectrum. Both gruCNN-SE and BigruCNN-SE were observed to produce better quality spectrum restoration of speech
compared to the traditional models. However, such techniques ignore the phase information of speech while performing
the enhancement with only enhancing the magnitude spectrum, which creates quality degradations at the output. There-
fore, a new time-domain architecture – SE-FFTNet is proposed, which performs the enhancement in the samples of raw
speech. Besides, SE-FFTNet has a new dilation pattern differing from the traditional waveform models, which is found
robust in learning the statistical dissimilarity of speech and noise in the noisy observation. Further experimentations on
SE-FFTNet demonstrate that the optimization of model weights with a loss function computed in the frequency domain
rather than time domain on which the model returns its predictions would produce better quality speech with minimal
perceivable artifacts.

To improve the perception of speech for listeners in adverse listening conditions, a WaveNet like neural model
(wSSDRC) has been proposed. The wSSDRC is perhaps the first neural network to cite to improve the intelligibility
of speech. The network performs the spectral shaping and dynamic range compression of input through their learned
weights rather than with statistical computations in the standard SSDRC algorithm. When tested, wSSDRC is found
to produce substantial intelligibility boosts for normal as well as hearing-impaired listeners in various noisy listening
conditions. Compared to the SSDRC algorithm, wSSDRC produces the equal intelligibility gain which was expected as
the weights of wSSDRC is optimized for SSDRC style distribution. With the finding that intelligibility can be learned at
the weights of a network, we experimented the same concept in text-to-speech (TTS) synthesis engines. Subsequently, a
set of new intelligible TTS models were emerged with optimizing the network on different speaking styles like Lombard.
Experimentations revealed that a combination of Lombard and SSDRC styles is producing the highest intelligibility
for TTS in noise, a relative keyword identification improvements of up to 455% in speech-shaped noise over standard
synthesize engines.

Finally, with the observations that the neural networks can be effective in suppressing noise on the speech and
improving the intelligibility for listening in noise, we proposed a combined system that does the noise removal as well



as the intelligibility enhancement in a single pass. Such a system would avoid the need for having a speech enhancement
front-end to assist listening enhancement models when operating in many practical scenarios. This new network had a
similar dilation pattern as the SE-FFTNet which was observed to better discriminate noise at the input. The concept from
wSSDRC system is used to optimize the parameters of the network. When tested with human listeners, the proposed
network was found to produce a substantial intelligibility boost at different input (acquisition) and output (perception)
noise combinations. Whereas, the traditional modular setup had produced intelligibility degradations due to the poor
coupling between the SE and LE modules.

9.2 Future research directions

There are a few directions to explore in the future. First, although we had proposed multiple architectures to learn
different aspects of speech, a more detailed analysis of the networks’ internal learning attributes is missing. This was
partly because there were not any advanced tools back then, it is not an easy task even now to analyze the representations
in neural layers, but techniques such as the singular value decomposition (SVD) on hidden layers can be explored to dive
deep into the learning analysis.

Second, the recurrent feature extraction technique with gruCNN cells can be extended to other speech processing
systems to combine the feature extraction and temporal attention modeling, like in the Tacotron-2 text-to-speech synthe-
sizer where those were modeled as two independent tasks. Similarly, although the current wSSDRC model is trained on
the SSDRC style, the same network can be extended to various speaking styles. In such cases, the current loss function
of the network may not be optimal and would have to be redefined, especially when the input and output signals are not
time aligned as is the case with many natural styles like Lombard. Therefore, a new loss function with a distribution
learning framework like Kullback–Leibler (KL) divergence must be tried. Besides, in many intelligibility studies, it
was observed that modified speech is not always pleasant or natural to listen to especially in quiet listening conditions.
Therefore, setting a better loss function that can account for the naturalness of speech would further make the system
more preferable in the community.

Third, the combined system for SE and LE is computationally complex to be deployed in many real-world applica-
tions like hearing aids where the intelligibility of noisy recordings has to be enhanced. Techniques like weight pruning
or sparsification must be explored in the future to make it operational in low-power devices. Besides, the system is found
to improve the intelligibility for human listeners, but such an approach may also improve the recognition accuracy for
machines, which has to be tested. Similarly, the evaluation of the benefits of the system for hearing-impaired listeners is
still pending.

Finally, all these systems were tested on simulated scenarios with manual mixing of speech recorded in isolated
studio settings and noise recorded separately at outdoors. However, humans would articulate speech differently when
speaking in noise compared to in a studio setting. Such articulatory variations would range from the normal (low vocal
effort) to Lombard (high vocal effort) styles based on the intensity of background masking. Besides, neural models are
highly data-dependent therefore may face difficulty for out-of-training samples. As such, the current systems would have
to be fine-tuned to those variations to make them fully operational in practice.
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