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Abstract

One of the most important human abilities is speech along with hearing. Speech is the pri-
mary way in which we attune to the society. Our voice can uncover several information about us
to other people. It reveals our energy level, our emotions, our personality and our artistry. Voice
abnormalities may cause social isolation or may create problems in the professional field. Due to

this significance of the voice, the early detection of a voice pathology is essential.

A well-known voice abnormality is called Spasmodic Dysphonia (SD). SD is a neurological
disease primarily affecting the regular contraction of the muscles around vocal cords, causing
their undesirable vibration. This abnormal vibration of muscles of the glottis has an impact on
speech. One that suffers from SD speaks more tremulous and makes disruptions during speech.
Similar indications appear also to normophonic speakers usually related to stress, voice fatigue,
etc. Even for the normophonic cases, these indications may be a first symptom of a neurological
disease, so an early diagnosis is necessary. Therefore, algorithms that measure the intensity of

the symptoms are very useful.

Traditional methods that detect and quantify voice pathologies use the amplitude information
of the speech signal. More refined approaches make essential the isolation of the glottal source
signal as the glottis is related to voice abnormalities. However, in both cases the amplitude based
methods are not very reliable because the amplitude spectrum cannot capture characteristics of
the glottis. A better indicator of voice irregularities is the phase information. Nevertheless, very
few studies use the phase information because of its difficulty in the manipulation. Moreover,
studies which work with the phase information, use inverse filtering techniques for extracting the
glottal source signal and then they extract features from the phase spectrogram of the glottal
source. In this thesis, an innovated phase-based method for voice quality assessment is pre-
sented. The proposed method is less complex than the state-of-the-art methods which use the
inverse filtering for extracting the glottal source. Firstly, the instantaneous amplitudes, phases
and frequencies are estimated from the speech signal by an adaptive harmonic model. From the
instantaneous phases of the speech signal through mathematical formulas, a new phase spectrum,
the Phase Distortion (PD) spectrum, is extracted, highly correlated with the shape of the glottal
source. From the time variance of the PD spectrum (PDD), a new metric called Regularity Ratio

(RR) is proposed to capture the irregularities of the glottal source.

Finally, the efficiency of our method is validated on a database containing speakers with SD

before and after the botulinum toxin injection. The results show that the obtained ranking is



highly correlated with the subjective evaluations provided by medical doctors not only on the
overall severity of SD but also on other features like tremor and jitter, revealing that our proposed

feature, the RR, can be applied on other voice pathologies.
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IMTepiindn

Mot omd T onuoavTindTepes Aettoupyieg Tou avipdmou etvon 1 @wvr. H oplla etvor o mpwTtop-
X XOC TEOTOG EVAPUOVIOTC Hag UE TNV xovwvia. Erlong, n @wvh wag unopel vo amoxahier apxetée
Thnpogopleg yio pdc. Kdmoleg and autée elvon 1) evépyeld poc, T GLUVOIGUAUATE UAC, 1) TEOCOTIXOTNTA
wog, xodog entong xon tor xoahhTeEYvnd yopoxtnetoTid pag. Ilwdoavég Satapayés otn Qovy| umopet
VO TROXAUAECOUY XOWVOVIXT] ATOUOVMOT) TOU ATOUOU 1| Vo ONULOVEYICOUY TEOBAAUATO OF OPLOPEVES
xatnyopleg emayyeEAUdTOY. Adyw AOIMOV TNG ONUOVTIXOTNTOC TNG PWVNS, 1) €YXouer) oviyVeuor) mo-

Yohoyidv oyetlouevmy P TN govr elval amapaltnT.

Mot Tohh yvwo ) mddnon tng govy elvon 1 otaouwdixy ducgwvio. H mdidnon avtn etvon veu-
EONOYIXT) X XUTA xVEL0 AOYO emneedlel TNV OUaA| Acttoupyla TV puev Tou Beloxovtol xovtd
o1 YAWTTO, TEOXahGVTAS avemUuNnTeEC cLOTACELS. AUTEC OL U1 OUOAESC CUOTIACELS TWV LUKV TNG
YAOTTBAC Eyouy aviixtuno TNy Topayouevn opila. H @wvr tou atéuou mou ndoyel omd oTacuemOLX
duo@wvio ep@avilel TREUOUAO Xou SLOXOTTETOL ATOTOMO XATE TNV Oidpxelor Tng optiiog tou. Ilapduoteg
evOe(Zelg Umopel Vo TopOUGLAGOUY Xal YORUOPWVIXOl OATTES, oL oTtoleg oyeTilovTon UE TO dyyog, TNV
POVNTIXY x00EUoT XAT. AXOUO OUWS XAl YLl TIC TEPLTTWOELS AUTOV TV VORUOPOVIXWY OUANTOY,
aUTEC oL eVOel€elg umopel va efvar €val TEMOTO CUUTTWHA YOl TNV EUPAVIOT] XATOLIC VEUROAOYIXHC
ac¥évelog. Enopévee, yiveton avtidnmtd oti ol odyoprduol eneepyaoiag Guvng, TOU TOGOTIXOTOLOVY

TN coBupdTNTU TV CUUTTWUATGLY, eivor TOAD YEHOWOL Yl TNV EYXouen OLdyVKoT TwV AoUEVELDY.

Audpopeg pédodotl, mou €youy TeoTael xotar xouEoUg Yia TNV aviy VEUST| Xal TOGOTIXOTOINOY To-
YohOYIOY PwVTS, YENOWOTOW0Y TNV TANEOYoRid amd TO PUCUATIXO TAUTOG TOU GHUNTOSC OULAloC.
‘ANhec eyxupoTERES YEVOBOL, ATOUOVHOVOLY TO ONud TN YAwTTidog 1 omolo xou oyetileton ye TNy
pucloloY 1 Un Aettoupyia e govig. Ouwg ot pédodol, mou Poacilovion 6To aouatind mhdtog
Tou ofpaTog, Oev elvon alOTIOTES, YTl TO QACUN TAGTOUC BV AMEXOVIEL Tl YOPUXTNEIC TS TNG
yiottidoag. Evog xaldtepog deixtng yior T aviyveuon avwpohlony @wvic ebval 1 @don Tou oriuatog
e YAwTTidag. ‘Opwg mold Ayeg peréteg ypenowlomooly Ty TAnpogopia Tng gdong, AdYw Tng
duoxohlog e€aywync NG amd To ofua Pwvng. Ol UEAETEC TOU YENOWOTOUY TNV TANeopopia Gdonc,
XPNooToloLY TeyVxég avtloTeopou @ATeopioyatog Yo TV e€aywyr Tou ofuatoc TN YAWTTdoC
xal EMELToL EEQYOUV YORUXTNEIG TIXE ATO TO YAUCUATOYRAPNUL TNG PACTS TOU CHUATOS TNE YAWTTOOC.
Yy epyooia oauty tapouctdleton plar xavovpta LEYod0og Yol TNV exTiUnon Tne ToldTNToS TNS PwvAg
mouv Baoileton ot @don. H pédodog auty elvar Aydtepo moldmhoxn and dhkeg pedodoug mou yia

Vo €€8youy To oAU TNS YAWTTIBAC YeNoLeonololy TEYVIXES avTioTpopou giktpopioyatoc. Apyixd,



eQoprolovTag 6TO GYUO VA PUOVIXO TROCURUOCTIXG UOVTEANO EXTWUOVTOL TA G TLYHLOLA YOEAXTNELO-
Tixd Tou oRuaTog eV (Thdtog, gdon, cuyvotnta). And T GTYUIES QAoEC TOU GHUATOS POVIS
HECE Lo NUATIXDY TOTWY, EVOL XoUV0VPLO PAUCUATOY AP PACTC, TO PUCUATOYEAPTUO TUROUORPWOT)
pdone (PD-Phase Distortion) eZdyeton, to onolo eivar cuoYeTIOUEVO PE TO OHUN TNS YAWTTIOC.
Ané v daxdyovon tou PD gacpatoypoagruotog, wa xawvolplo yeteixy, o Acixtng Kovovixdtnrog,

TEOTEIVETOL Yiot Vo GUANEBEL TiC avwpahieg Tou ouatog Tng YAwTTidoC.

Télog, 1 amodoTixdTNTA TNG YEVOO0L UoC EXTIATOL TIAVE OE Wial 30T TOU TEPLEYEL OUANTES UE
OTIOOUOIXT| BUCEWVIA TEWY X0t PETA TNV €YYLoT Boutouhivixrc Tolivng oToug pieC TNg YAwTTidoC.
To amoteléopota and Ty xatdtaln mtou teoéxuday €deilav OTL 1 uédodog Tou meotelvel 1 epyasia
aUTH, Elvol CUCYETIOUEVY OE UEYTAO Boardud Oyl uOVO UE TN CUVORXT COBAPOTNTO TNG CTUCUWOIXHC
BLCPWVING AAAG XaL UE GANOL UTOXEIEVIXSL YOeax TNELO Td TodoAoY g OTWE TO TREUOUAO OE YouNnhég
xou uPnAéc ouyvotnree (V6puPoc), Tou anuaiver 6t 1 Tpotewduevn Letewy, Acixtne Kavovixdmag,

UTopEl Vo egapuocTel xou oe dAAeC TardohoYleC VAL
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Chapter 1

Introduction

Early investigations on the perceptual relevance of the phase information concluded that human
ear is phase-deaf. In 19th century, Ohm(1843) demonstrated that the human ear is able to
capture sinusoidal oscillations and performing a Fourier analysis showed that only the magnitude
spectrum is perceived [3]. A few years later in 1875, the Ohm’s acoustic law was verified by
Helmholtz [4]. After a long period of time, the investigations about this issue were continued [5],[6]
and through human perception experiments [7] it was showed that the short-time phase spectrum
contributes to speech intelligibility the same as the corresponding power spectrum. It has also
been showed in speech coding and psychoacoustic research [8] that humans can distinguish very
well the different phase spectra and that the human auditory system is sensitive to the difference
between zero and non-zero phase signals [9].

The majority of studies, focusing on voice quality assessment, use features from the ampli-
tude parameters because of the difficulty on phase manipulation. The difficulty is based on the
wrapping of the phase. In this work we propose a phase based feature, named Phase Distortion
Deviation (PDD). This feature is computed through mathematical formulas which solve the phase
wrapping problem. As we know speech is obtained by exciting a minimum phase (vocal tract
filter) and a maximum phase component (glottal source). Therefore, the amplitude spectrum
cannot capture maximum phase characteristics. Voice quality is connected to the glottal source
so the extracted features should be linked with the maximum phase component of speech.

So, due to the significant importance of the phase spectrum of the speech signal and the direct
relation of the phase with the glottal source, a new metric is proposed. This metric is based on
the phase spectrum for characterizing the maximum-phase component of the glottal source. The
new phase representation proposed in this work is used as a voice quality assessment metric for
pathological voices. The results show that it can automatically detect voice irregularities reveal-

ing the importance of the phase.



VOICE QUALITY ASSESSMENT USING PHASE INFORMATION:
2 APPLICATION ON VOICE PATHOLOGY

Speech is important for a variety of reasons, such as that it is one of the main ways we use to
convey messages, sentiments and certain feelings. For some people such as singers and teachers,
the voice is a necessary tool for their work. So, having a voice abnormality may cause trouble in
communication and/or even in work. The extended use of the voice can cause problems like vocal
fatigue, pain etc.. All these symptoms must be quickly diagnosed in order to restore the voice
and provide the patients with physical and emotional relief. Medical doctors have to do a clinical
examination so that to detect the disease and evaluate the progress of the patient. The successful
diagnosis is obviously based on the experience and the skills of the clinical doctor. This is a
difficult task considering the fact that every disease may consist of many different symptoms and
signs, some of which may become overlapped by others or not be significant during the clinical
examination. However, due to the development of the voice technologies, different algorithms
can be applied which could objectively detect and quantify the existing pathology. The develop-
ment of such techniques would be a useful tool for medical doctors, helping them end up with

the right diagnosis. In addition, the objectivity of these methods makes their results undoubtable.

1.1 Literature review

Up to now, various objective measures have been proposed for speech quality evaluation. In
speech modeling the distortion metrics that are used are based on time-domain features, like
Signal to Error Reconstruction Ratio and Signal to Noise Ratio, or frequency domain features
extracted from the amplitude spectrum, like Spectral Distance and Cepstrum distance measures.
To quantify the quality of natural speech, a state of the art method is Harmonic to Noise Ratio
which is commonly used. HNR is computed on the speech signal and uses amplitude - spectrum
based features. However, as it will be shown in Chapter 2, HNR is not ideal for quantifying
the quality of voice pathology. Moreover, many techniques focus on the glottal features and
amplitude - spectrum based features computed on the glottal signal (HRF , Hy — Hs) as they
are shown to be linked with speech quality. Features extraction is more complicated when the
signal comes from disordered voices, while the glottal source estimation is a rather complex and

delicate problem.

The phase information has not received much attention as a quality indicator in literature.
In this study an objective measure for voice quality assessment based on the phase spectrum is

proposed. Several studies have shown the connection of the maximum phase component of speech
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with the glottal source and it’s importance on maintaining the perceived quality of speech. Some
methods used to estimate the glottal source are: the Iterative Adaptive Inverse Filtering method
(IAIF) [10], the minimum/maximum - phase decomposition methods (Complex Cepstrum (CC)
and Zeros of the Z-Transform (ZZT) based methods [11]).

Phase is often neglected due to its wrapping which results from the linear phase shift. This
linear phase mismatch problem is solved when the notion of the center of gravity is introduced
[12]. In [12] the phase structure of speech is also revealed, being used ever since in various
applications with great success. Moreover, in [13] the phase difference between two frequency
components has been shown to have perceived characteristics. In [14] the Phase Distortion (PD)
is used to characterize the shape of periodic pulses of the glottal source independently of the
source - filter characteristics, such as the duration of the glottal pulse, the position of analysis
window and the influence of minimum phase component of the speech (e.g the vocal-tract filter).
Due to the assumption that the glottal shape is connected with the voice quality , the phase

distortion can be used as a quality assessment metric.

1.2 Voice pathology detection using phase information

In this thesis, information based on the instantaneous phase of a voice signal is used innovatively
in order to detect voice pathologies. Despite the fact that the phase of a speech signal includes
a lot of information, until the last decade it was not widely used by the researchers due to its
complexity (normally it comes out in a wrapped form from the voice output signal). Lately,
ways of simplifying the management of the phase have been developed ([15], [16]), which is the
reason why more and more scientists work on it. Also, analysing the phase we could export useful
features which can keep the whole information about the signal.

This study proposes a new phase representation which automatically detects voice irregulari-
ties. Other researches that use phase-based features for automatic voice pathology detection [17]
have been proposed. However, these researches use inverse filtering methods for estimating the
phase components that correspond to the glottis. These glottal estimation is a complex process
and much more for irregular voice signals, in which there is almost no harmonicity. Our pro-
posed method, estimates the glottal source signal from the speech signal using a Harmonic model
without explicit glottal estimation.

The methodology is based on Phase Distortion (PD) proposed in [13] but the estimation of

the phase features is done by a harmonic model, thus giving to PD similar to the group delay
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characteristics ([18], [19], [20], [17]). The estimation of the instantaneous phases is performed by
the adaptive Harmonic Model (aHM) [21]. Then, for revealing the phase structure of speech, the
linear phase shift and the Phase Distortion (PD) are estimated on the signal after removing its
minimum phase component. Our feature which better describes voice disorders than PD, is the
standard deviation of the PD computed over time for each harmonic. PDD describes the phase
variability of the voice source [22] which is more evident in pathological voices. The advantage
of our technique over other phase - based techniques is that it eliminates the necessity of reliable

estimation of the glottal closure instants (GCI).

PDD is evaluated in two databases consisting of normophonic and dysphonic speakers with
spasmodic dysphonia [1]. The objective ranking performed by PDD on the database of dysphonic
speakers is compared with the subjective ranking performed by medical doctors who ranked the
patients according to three features: jitter, tremor and overall severity of SD [1]. Also, our
metric is compared with another objective metric, based on the appearance of tremor on SD,
called WMTYV [23] which quantifies the severity of SD. Finally, HNR, H1-H2 and HRF metrics
are compared to the overall severity of SD in order to prove that these metrics are not appropriate

for characterizing the pathology of SD.

1.3 Contributions

This thesis presents a novel method for quantifying objectively the voice quality of normophonic

and dysphonic subjects [24].

The contribution of this thesis can be accurately summarized by the following highlights:

1. The importance of the phase information for the voice quality assessment is revealed.

2. The Phase Distortion [14] combined with an Adaptive Harmonic Model [21] is used to re-
move the linear phase influence due to the misalignments of the glottal closure instants
with the analysis window. This makes the accurate estimation of the glottal source signal
unnecessary as it describes it using the instantaneous phases extracted from the harmonic

model.

3. The proposed quality descriptor is based on the time deviation of Phase Distortion and can
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objectively quantify the severity of spasmodic dysphonia, revealing the connection between

the phase and voice quality.

Our results from the experiments show that the proposed method (PDD) can capture the dys-
phonia -if it exists- and can also quantify the noisy and harmonic parts of speech. This arises

from the high correlations of PDD-based method with the subjective and objective evaluations.

1.4 Structure of the thesis

The thesis is organized as following:

In Chapter 2, the mechanism of human speech production is analysed. Also, in this Chapter
the phase structure for harmonic speech models is shown as well as why the phase spectrum is

preferred over the magnitude spectrum for characterizing pathological signals.

In Chapter 3, the PD is thoroughly analysed and a new feature based on the PD is proposed,
named Phase Distortion Deviation (PDD).

In Chapter 4, the two databases which contain normophonic speakers (the first database)
and dysphonic speakers suffering from Spasmodic Dysphonia (the second database) are described.
A new metric for quantifying the quality of the voice is proposed, named Regularity Ratio(RR).
The performance of the proposed metric is compared to other subjective and objective metrics
that also quantify Spasmodic Dysphonia and then the results are discussed, showing that the

proposed metric is highly correlated with medical doctor’s results.

Finally, in Chapter 5, the conclusions are summed up and ideas for future work are suggested.
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Chapter 2
Voice pathology detection techniques

In this Chapter we propose the extraction of the phase spectrum from the speech signal and not
from the glottal signal. Specifically, the mechanism of human speech production is analysed and
then the speech production system (source-filter model) is shown as a model of minimum and
maximum phase components. A series of methods for detecting voice pathologies is analysed,
using signal processing techniques. In the literature, most of them are based on the harmonicity
detection of the amplitude spectrum of speech signal because of the ease of its manipulation. More
accurate methods separate the glottal source signal from the vocal tract(filter). This separation is
essential for isolating the glottal source which is related to the voice quality and as a consequence,
to the voice pathologies, in which we are interested. Most studies in order to estimate the glottal
source from the output/speech signal use inverse filtering techniques. Inverse filtering is a complex
method even more for pathological voices. Due to the difficulty of the phase manipulation, very
few studies focused on extracting information from the phase spectrum. However, if we want
to deal with detection and quantification of voice pathologies, we should seriously consider the
information provided by the phase of the glottal signal. This arises because the pathologies where
we practice, due to abnormal muscle movement in the larynx, affect the signal produced in the
glottis (glottal source) and not in the vocal tract. The superiority of using phase information
for voice pathology is explained. Lastly, the possibility of extracting phase information from
the speech signal directly and not from the glottal signal is presented, leading to our proposed

method for voice pathology detection.

2.1 The mechanism of human speech production

The mechanism of human speech production is normally complex. It can be classified into three

main groups: lungs, larynx (vocal source) and vocal tract. The lungs is an air pump that provides
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airflow to the larynx and to the vocal tract (Fig. 2.1).

For the speech source there are three general categories: periodic, noisy, impulsive. The discrete-
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Figure 2.1: Speech Production

time speech production model, is illustrated in Fig. 2.2 for periodic, noise and impulsive inputs.
In a discrete-time point of view, the speech pressure output - speech signal s[n| is composed by
the convolution () of the impulse response of : the vocal tract v[n], the excitation signal e[n]

and the lip radiation r[n]:

s[n] = e[n] * v[n] * r[n] (2.1)

In Z-transform :

S(z) = E(2)V(2)R(z) (2.2)

where R(z) is the discrete-time radiation impedance, V(z) is the discrete-time all-pole vocal
transfer function from the volume velocity at the glottis to volume velocity at the lips and E(z)
is the discrete-time input-source signal.

R(z) =1 — z~! and is derived as a single zero on the unit circle, V'(2) has poles inside the unit
circle, but may have zeros inside and outside the unit circle so the vocal transfer function is a
mixed phase model and E(z) is maximum-phase having two poles outside the unit circle. The
above speech model is the typical, non-parametric system representation, proposed by Quatieri
[25].
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Figure 2.2: Complete discrete-time speech production model

In this basic source - filter model, speech production is a ”forward only” system without
interaction between source and vocal tract filter. Glottal excitation signal is a maximum phase
model and vocal tract is a minimum phase model. Speech signal is a combination of these two
systems and so it provides an all-pole system (mixed-phase). For the reason that voice quality
is connected with the glottal source, it seems logical to find a way to process with the signal
produced in the glottis. The main problem is to extract the vocal tract part of the all pole
system that is required for the inverse filtering in order to get the glottal flow signal. If we esti-
mate the glottal flow signal, then we have to calculate glottal flow parameters e.g voice quality
variations. One way to estimate glottal parameters is by using the original time domain signal
and detecting landmarks of the signal (minima, maxima, zero crossings), but this method is not
very robust in noisy data because time domain waveform and landmarks vary a lot with the
noise. So, another more preferable method is to transform the signal to frequency domain as
glottal flow characteristics contribute to the speech signal spectrum. The source spectrum is
typically computed using the fast Fourier transform (FFT). In most of the cases the spectrum is
computed pitch-asynchronously over several fundamental periods and the spectral decay is mea-
sured from the levels of the harmonics. In addition, it is possible to quantify the spectral decay of

the glottal source by using the FFT that is computed pitch-synchronous over a single glottal cycle.

In Fig. 2.3 it is shown that the glottal shape is directly connected with the quality of the
speech. Both the glottal pulses (green line) and the original speech signal (blue line) are illus-

trated. Fig. 2.3(up) shows the glottal pulses of a normophonic speaker with small changes in
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period, in contrast to Fig. 2.3(down) which shows a dysphonic speaker whose glottal pulses are

changing both in period and in shape. Glottal pulses are strongly related to voice dysphonia.
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Figure 2.3: Glottal pulses (green line) of a normophonic male speaker (Fig. 2.3(up)) and a dys-
phonic male speaker who suffers from SD (Fig. 2.3(down)). Both speakers uttered the sustained
vowel /a/. The original speech signal is depicted with the blue line.

2.2 Amplitude spectrum based techniques

2.2.1 Amplitude spectrum based techniques directly on the speech signal

Most studies, in order to assess the quality of the voice, use amplitude spectrum based features

computed on the speech signal or on the glottal source signal.

HNR [26]: Amplitude spectrum based techniques use the magnitude spectrum of the Fourier
Transform (FT) to detect voice pathology. An objective and very common way to quantify the
amount of noise in a signal is HNR (Harmonic to Noise Ratio). This state of the art method
is also used widely in speech signals, for example to calculate the degree of hoarseness [27]. Gen-
erally HNR computes the energy of the harmonics of the output speech signal and compares it
to the energy of the noise. Many HNR methods have been proposed for the quantification of the
voice pathology. In this thesis an HNR method is implemented based on the algorithm descrip-
tion that follows. This HNR method as well as other methods proposed have two drawbacks:
firstly, the voice abnormalities are related to the glottal source and the HNR metric is applied on
the magnitude spectrum of the speech signal which is also affected by the vocal tract, secondly
another problem lies on the fact that for dysphonic speakers, HNR doesn’t select only the peaks

that correspond to harmonics but selects also peaks from noise, so the HNR returns unreliable
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results. This is shown below in Fig. 2.4(a) where incorrect peak picking of a dysphonic speaker
is performed by HNR. Fig. 2.4(b) depicts the peak picking of a normophonic speaker’s signal.

We can easily observe that selecting the peaks that correspond to harmonics is complicated in
the case of the dysphonic speaker since the peaks are not integer multiplies of the fundamental
frequency(the frequency that corresponds to the first peak of this frame) and we do not know
which peaks should be considered harmonics and which noise. The disadvantages of HNR method
are presented in Chapter 4, where an HNR implementation is compared to subjective evaluation

metrics.

HNR Algorithm

e make the STFT of the signal
e take the absolute value

e take the logarithmic magnitude spectrum of the single-sided magnitude

spectrum
e apply peak picking in the magnitude spectrum (quasi-periodic peaks)
e compute the cepstrum coefficients by applying fft on the log magnitude
o define the liftering window
e take the low-time liftered cepstrum (LT
e and the high-time liftered cepstrum (HT)

e from the HT liftered cepstrum find the peak location of the peak gives pitch

period in quefrency samples
e take non-cepstral coefficients from the LT
e make the fft for non-cepstral and calculate the noise peaks (noise peaks)

e the HNR is given by :

_ energy of the periodic components of speech
HNR = 20109( energy of the noise components of speech )

Cepstral Peak Prominence CPP [28], [29]: Another method used for quantifying the dys-

phonia is the Cepstral Peak Prominence (CPP). This method is an amplitude-based spectrum
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Figure 2.4: peak peaking using HNR

technique computed on the speech signal. Firstly, a Fourier transform is applied on the acoustic
signal to create the amplitude spectrum. Thus, the intensity of each frequency within the signal
is represented in the spectrum. Then, a Fourier transformation is performed on the amplitude
spectrum to produce the cepstrum. In the quefrency domain, a better visual picture of the de-

gree of harmonic organization is produced. A linear regression line is fitted relating quefrency to
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cepstral magnitude. The CPP is the difference in amplitude between the cepstral peak and the
corresponding value on the regression line that is directly below the peak (Fig. 2.5). So CPP is

a measure of the degree of harmonic organization, which shows how far the cepstral peak em-
anates from the cepstral ”background-noise”. A normal voice which has a well-defined harmonic
structure, will have a strong cepstral peak. On the other hand, signals that don’t have har-
monic structure have small CPPs. Also, the individual cepstra are averaged over a given number
of frames before extracting the cepstral peak and calculating the peak prominence. This CPP

smoothing (CPPS) is prove to be a better predictor.

Cepstral Peak Prominence
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(b) Spectrum and cepstrum of a severely dysphonic voice.

Figure 2.5: CPP method.

Global Energy [30]: The Global Energy of the speech signal is used also as a discrimination
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tool for voice pathologies. The global energy is computed by the spectrogram in which the

variations of the energy in time and in frequency appear.

2.2.2 Amplitude spectrum based techniques on the glottal signal

Inverse filtering method is used by the majority of the voice quality assessment techniques in
order to extract features from the glottal source signal. In [31] the inverse filtered waveforms
(glottal pulses) were used as the excitation for several voice types and the following features were
measured: (1) instant of maximum closing slope of the glottal pulse, (2) glottal pulse width and
(3) the ratio of the duration of the glottal opening phase factors to assess voice to duration of
the glottal closing phase. In that study, it was observed that the glottal spectra of different voice
types have distinctive amplitude relationships between the fundamental and higher harmonics.

So they defined a parameter HRF (Harmonic Richness Factor) to measure this relationship,

which is expressed in Eq. 2.3.

HRF = H;/H, (2.3)
i>2

where Hy is the amplitude of fundamental frequency and H; is the amplitude of the ith harmonic.
HRF is the ratio between the sum of the amplitude of harmonics above the fundamental and the
amplitude of the fundamental.
Other studies analyse the spectral decay of the voice source by computing the difference between
the amplitude of the fundamental and the second harmonic. The voice source is isolated by
estimating the glottal excitation signal using inverse filtering. The open part of the glottal
vibratory (the open quotient (OQ)) is connected to the voice quality [32]. To estimate changes
in OQ, its amplitude spectrum is computed. The changes in the relative amplitudes of the first
two harmonics of the voice source, H1-H2, denote changes in OQ (Fig. 2.6). As OQ increases,
energy in the first harmonic (and thus H1-H2) is assumed to increase and this increase is the
presumptive cause of the change in vocal quality. In Fig. 2.6, the glottal area waveform was
generated from high-speed images. HI1-H2 can be measured in two ways. The first way is
directly from the spectrum of the voice source (usually obtained by inverse filtering or from a
computational model) and the second way is from the audio signal at the mouth after cancelling

the influence of vocal tract resonances (H1*-H2%*).
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Figure 2.6: The acoustical speech pressure waveform pronounced by a male speaker. Time-
domain waveforms of the glottal flow are shown in breathy (top panel) and pressed (second
panel from top) phonation. Below these, voice source spectrum is shown for breathy (third panel
from top) and pressed (bottom panel) phonation. Different spectral decay of the two phonation is
quantified by H1-H2: the value of H1-H2 is 18.4 dB and 9.6 dB in breathy and pressed phonation,
respectively [2].

2.3 Phase spectrum based techniques on the glottal signal

As mentioned on the previous Section, the glottal excitation signal is modelled as a maximum
phase component and vocal tract as a minimum phase component. Speech signal is a combination
of these two systems and so it provides an all-pole system (mixed-phase). The amplitude spec-
trum of the Fourier transform assumes that speech is a minimum-phase component. Therefore,
the amplitude spectrum cannot reveal useful information of a maximum-phase component, the
glottal signal. This denotes that amplitude spectrum based techniques not only are difficult to
manipulate in case of dysphonic voices (due to the non-harmonicity of the amplitude spectrum)

but also do not describe sufficiently the glottal source. Furthermore, the glottal source estimation
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is a rather complex and delicate problem. Therefore, other techniques should be used to detect
voice irregularity. These techniques should focus on the phase spectrum, as the maximum-phase
characteristics of the glottal signal can be observed on the mixed-phase component of F'T of the

speech signal and not on the amplitude spectrum.

The function of the group delay has been shown to reveal voice source characteristics. Specif-

ically, the Group Delay Function is the derivative of the unwrapped phase spectrum and can

be used for extracting phase-based features for detecting voice abnormalities. Mixed - phase
characteristics can only be observed on the phase component of the FT spectrum but not on
the amplitude spectrum. So, group delay processing (first derivative of the unwrapped phase)
is important for studying characteristics of the glottal flow. By nature, phase component of the
Fourier Transform spectrum is in wrapped form and the first derivative of the unwrapped phase
spectrum is much easier to be studied. When minimum phase assumption for speech signal is
used, the glottal flow characteristics are mixed with that of vocal tract characteristics in the
phase/group spectrum domain.

This mixing is more obvious on (Fig. 2.7). Due to the anti-causality of the glottal flow, the corre-
sponding group delay function includes a negative peak, which also appears in the speech group
delay function. This peak shows that the glottal formant is of maximum phase. In the above
figures (Fig. 2.7), we can clearly see that mixed-phase characteristics (spectral components from
maximum and minimum phase parts) can only be observed on the group delay but not on the
magnitude spectrum, by comparing magnitude spectrum and group delay, which are functions
of speech. This shows that studying phase/group delay information is especially important if we
want to capture characteristics of glottal flow and of the vocal tract components separately. In
our case, where we are interested only for the glottal excitation signal, the vocal tract influence

should be removed.

In [17] a more refined than Group delay phase-based technique has been used for detecting
the voice disorders automatically. They estimate the glottal source characteristics by using an
inverse filtering technique called Complex Cepstrum-based Decomposition (CCD) [11]. CCD
deconvolves the mixed-phase signal into a minimum-phase and a maximum-phase component,
providing an estimation of the glottal source. This method requires the accurate estimation of
the Glottal Closure Instants, GCIs. Then, the group delay of the glottal signal is taken to detect
voice pathology.
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Figure 2.7: The mixed - phase speech model

2.4 Revealing the phase structure of speech: the notion of center

of gravity or Relative phase shift

As mentioned above, glottal excitation signal is a maximum phase component and vocal tract is a
minimum phase component, while their addition, the speech signal is a mixed-phase component.
The aim is to remove the influence of the phase imposed by the vocal tract. Moreover, another
issue should be taken into account, the wrapping of the phase. A phase model [33] that describes
the above relation is:

i

i = 00+ k /t wo(r)dr + ZVi(kuwo(t:)) (2.4)

where k denotes the number of kth harmonic components, therefore suggesting the use of a

harmonic analysis model. The extracted phases ¢y from the speech waveform, are modelled as a
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summation of i) the phase of the glottal pulses 6, ii) the linear phase imposed by the delay of
the center of the analysis window ¢. and the position of the glottal pulse and iii) the minimum
phase component which models the vocal tract influence /V?(kwo(t;)). Many studies have shown
the link of the maximum-phase component of speech with the glottal source ([34], [35], [36], [11])
and its importance on maintaining the perceived quality of speech ([12], [37], [38]). Therefore,
aiming on describing only the glottal source shape, all factors should be eliminated apart from 6.
The linear phase shift [12] creates an undesirable phase wrapping which prevents the disclosure
of the phase structure. However, in [12] the notion of the center of gravity or relative phase
shift (RPS, [37]) has been introduced as an attempt to remove the linear phase mismatch which
is attributed to the excitation phase and reveal the phase structure in speech, leading to its
successful incorporation in various applications ([39], [17]). Using the definition of RPS and

applying it on ¢ the linear phase is discarded. The RPS is defined as:
RPS}, = ¢l — k) (2.5)

Fig. 2.8 shows the reveal of this phase structure after removing the linear phase shift. In
Fig. 2.8(b) we can see that the instantaneous phase seems to have random values. However,
for the voiced segments it can be observed in Fig. 2.8(a) that relative phase shift has a structure.
In voiced segments the phase movement is stable through the frequencies (harmonics). The linear
phase component in the instantaneous phase (Eq. 2.4) is responsible for the randomness that ap-
peared in the instantaneous phase spectrogram in Fig. 2.8(b). After the subtraction of this term
using the RPS the structure of the phase is revealed (Eq. 2.5). Based on this observation and on
the fact that the phase variations of the unvoiced segments are high, we can quantify the voice
quality. This phase information can be useful for voice pathology detection where the sustained
phonation is problematic, in order to capture the voice abnormalities which are connected to the

glottal source. Therefore RPS seems a useful tool for voice pathology detection.



Chapter 2. Voice pathology detection techniques

19

LY

SRR !
T a—— w‘%‘-‘-‘"

c) Signal waveform
[ [ { I [ [

Figure 2.8: Phasegrams of voiced speech segment /ea/ sampled at 16kHz (a) Relative phase shift

(0x) (b) Instantaneous phases (¢y) (c) Signal waveform



20

VOICE QUALITY ASSESSMENT USING PHASE INFORMATION:
APPLICATION ON VOICE PATHOLOGY




Chapter 3

Extracting the phase structure of the
glottal source from speech using

adaptive Harmonic analysis

Our proposed method for detection and quantification of voice pathologies is based on extraction
of the phase spectrum of the glottal signal using the instantaneous phases computed on the speech
signal by an adaptive Harmonic Model. This method can capture the regularity of the glottal
source signal without its accurate estimation and without the utilization of complex techniques
like inverse filtering.

At the beginning of this Chapter the two models are presented. The adaptive Harmonic model for
modelling speech (mix-phase component) and the mixed-phase model for modelling the maximum
and minimum phase components of speech. aHM computes the instantaneous phases of the
mixed-phase component. Then, the idea of the notion of Center of Gravity or the Relative
Phase Shift is applied on the mixed-phase model to estimate the instantaneous phases of the
maximum-phase component, the glottal signal. Then, to remove harmonic dependences the idea
of Phase Distortion [14] is incorporated. Applying PD on pathplogical samples, a new feature
the Phase Distortion Deviation (PDD) is introduced. PDD is a way to quantify in 2-Dimensions
the variations that are obtained by the PD. This feature makes easy the separation between

dysphonic and normophonic speakers as it will be shown in the following Section’s figures.
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3.1 The Phase Distortion

The voice quality assessment method which is proposed in this thesis is based on phase and more
specifically on the variations of the phase in time and in frequency. Due to this, in this Section
the structure of the phase will be fully explained as well as how the phase of the glottal source
signal arises from the speech signal’s phase.

Voice Models are used for matching the perceptual properties of the speech signal to meaningful
parameters on which we are able to process. Some well known, voice model-examples are the
STRAIGHT [40] and the Sinusoidal Model (SM) [41]. In this thesis the voice model that is
used for estimating the useful parameters is the aHM [21]. The abbreviation aHM denotes the
full-band adaptive Harmonic Model. This model uses properties of a previous model named
adaptive Quasi Harmonic Model (aQHM) [42]. It also demonstrates voiced and unvoiced seg-
ments uniformly, without the necessity of using methods for speech separation, whereas in aQHM
such methods were needed. In aHM in order to estimate the components in higher frequencies
(up to Nyquist frequency) the Adaptive Iterative Refinement is used (the algorithm is shown in
the Appendix). For estimating the unvoiced segments, the condition is that the distance between
the two anchors is short enough. In this case 20ms is used and the anchor instants are generated
by the fy of the unvoiced segments. This means that there is no need to use a VUF (Voiced
Unvoiced Frequency) point to separate in two bands the frequencies, the harmonic part and the
noisy part (and in the reconstruction step there is no need to insert random noise). The used
model is a more accurate and simple way for extracting the components. The most significant
difference between aHM-AIR and aQHM is that aHM-AIR is a homogeneous model across fre-
quency and time. Also, using aHM, the reconstructed signal is nearly indistinguishable from the
original. Another advantage of aHM is that it performs better than previous models as far as

the accuracy of sinusoidal parameters is concerned.

More practically, the aHM assumes that the fundamental frequency’s functions of the signal
are integer multiples of fo (harmonics, fo,2fy etc.). Given this situation, the sinusoidal param-
eters (phase, amplitude) are calculated at the given frequencies. If the model of speech was
completely harmonic the calculated phases in each harmonic would be an integer multiply of ¢q
(the phase of the first harmonic). However, the model of speech is not perfect harmonic, so there
is a phase difference from the ideal case ¢ — k¢g. The analytic speech signal s(t) is represented
by the aHM in an analysis window of 4 pitch periods (Eq. 3.1). The parameters of the model

were computed by the Least Squares (LS) method which is appropriate for the unvoiced segments
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as well.

kl
s'(t) = Zaiej(kd)o(tH%) (3.1)
k=1

From this cumulative representation of the signal, the instantaneous amplitudes a; and the
instantaneous phases ¢y of each harmonic k, were extracted.

The variable i referred to the frame index, K* = {%J, the fs is the sampling frequency, ¢o(t)
is the integral of fo(¢):

bo(t) = / wolr)dr wolt) = folt)2m/ £ (3.2)

t

and qb}; is the instantaneous phase.

The phase is directly connected with the perceptual characteristics of the speech signal. Below
there is a step by step analysis on how the glottal phase was separated by the instantaneous
phases of the output speech signal. Firstly, the sinusoidal parameters have been estimated. The
fundamental frequency curve fo(t) is computed by STRAIGHT method (Speech Transformation
and Representation by Adaptive Interpolation of weiGHTed spectrogram), which is a state of the
art method for modifying the fundamental frequency. It is based on a simple channel VOCODER.
It decomposes input speech signals into source parameters and spectral parameters. The Eq. 3.3
is a representation of the instantaneous phase of the output speech signal. This phase model from
[33] is used in order to distinguish the maximum phase component of speech, which corresponds
to the glottal source signal.

v

o =0 +k /t wo(T)dr 4+ LV (kwo(t;)) (3.3)

In Eq. 3.3 the instantaneous phase gb}; is shown as a summation of the source shape term 02 (phase
of glottal pulses), the linear phase is imposed by the delay of the center of analysis window ¢,
and the position of the glottal pulse and the last term of the sum is the vocal tract filter response
£V (kw) which is assumed to be of minimum phase. The £V (kw) term has to be eliminated
because the purpose is to describe the maximum phase component that is connected to the
glottal source. To remove the influence of the vocal tract, the amplitude spectral envelope is
firstly estimated through linear interpolation across frequency of the amplitude parameters ag
of the harmonic model in Eq. 3.1. Then, the minimum phase response corresponding to this
amplitude spectral envelope is estimated through cepstrum liftering [43]. In Fig. 3.1 the complex
cepstrum determination of the vocal tract (VT) ﬁ[n] is depicted. For calculating the phase of
the amplitude of the VT, the Fourier transform of h[n] is made, H(e/*) and the imaginary part
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is extracted (Eq. 3.4). The produced phase is an unwrapped phase function.
ZH(e) = S{H(e7%)} (3.4)
And finally, the term of the vocal tract phase is subtracted by the instantaneous phase ¢, using

I[n]

x[n] * R
»{ Alignment —a(X)—s DFT —=| log > IDFT (—=(X)}—=hin]

T

o Pl.t ?.h/ _ | Adaptive
o V(‘)lun‘g " | Window
Estimation

Figure 3.1: Determination of the complex cepstrum for minimum-phase signal, where x[n] is the
original waveform, [[n] is the cepstral lifter and h[h] is the estimated cepstral representation of
the vocal tract impulse response

subtraction in log-spectral domain (i.e deconvolution in the time domain).

So the Eq. 3.3 after the subtraction will become:

— ] te
L= 04k / wo(r)dr (3.5)
t

The aim of processing the instantaneous phase is to raise the structure of the glottal that lies in
it. Thus, the linear phase term has to be discarded as well.

To arise the phase structure, a method for transforming the instantaneous phases into initial
phase shift differences (Relative Phase Shifts) is used, after the subtraction of the VT, RPS,i.

The instantaneous phase ¢ (t) extracted from aHM, for the different analysis instants and for

being time synchronous with the signal, the center of gravity technique [12] was used. As a center
of gravity in a voiced speech frame it is assumed to be the point of the GCI due to the high energy
around this point. The frame synchronization applied, is that the center of gravity of each frame
is moved to the center of each frame window.

The phase wrapping attributed to the linear phase term k ftz wo(7)dT of the instantaneous phase
gb}; from one t' to the next t*+!. The phase wrapping arises from the movement of the analysis
window. The signals contained in the analysis’ windows didn’t have the same period T. They
are time/pitch asynchronous. The calculated instantaneous phases do not have the same values

as those they would have if the same period was included in every window. This phase difference
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Ad¢ is illustrated in Fig. 3.2. The t1,12,t3 correspond to the centres of the analysis window, with
Ty the period of each sinusoidal and with ¢1, ¢2, ¢3 the instantaneous phases computed by aHM.
Thus the linear phase term k ftt; wo(7)dT is created in the Eq. 3.3. This is happening normally
for both dysphonic and normophonic speakers.

The RPS metric has been suggested in [12],[37] for discarding the linear phase component. Due
to the reason that we want to capture only the glottal source characteristics, first the influence
of the vocal tract is subtracted and then the RPS is used ]?PTS”; As it can be shown in Eq. 3.6

applying RPS on the instantaneous phases gb}; the linear phase component is removed.

t; . 123 . .

wo(r)dr — k(0] + / wo(T)dr) = 6;, — k0] (3.6)
t

?m;—&;_kg@g—ew/ |
te ¢

e

i
$2

ot
=

t2 t3 t3

Figure 3.2: Phase Difference

A further step to complete the revealing of the structure of the phase, is to remove the
dependency with the harmonic component k, because the variance of RPS will increase for higher

frequencies. The resulting equation is the Phase Distortion (PD) [14]:

~——

PDj, = ARPS] = (91 — (k +1)6}) — (9}, — k') = 0411 — 6, — 6] (3.7)

The PD represents the system distortion. Features connected to the glottal source can be ex-
tracted using the PD without estimating the glottal source.
In Fig. 2.8(b) the instantaneous phase spectrogram of two vowels is illustrated and in Fig. 2.8(a)

we can see the corresponding RPS spectrum. In Fig. 2.8(a) the structure of the glottal phase can
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easily be distinguished, in contrast to Fig. 2.8(b) (where the structure cannot be easily pointed).

In Fig. 3.3 the phase structure is also visible as well as the variations in the glottal source signal.

3.1.1 Phase Distortion for glottal model estimation

Traditional methods for estimating the glottal source parameters use Iterative Adaptive Inverse
Filtering and minimum/maximum phase decomposition methods (Complex Cepstrum (CC) and
Zero of the Z-Transform (ZZT based methods)). As mentioned in the previous Section, the
method that is used in this thesis for detecting voice pathologies doesn’t need the estimation
glottal or vocal tract characteristics. What is needed is the glottal source shape. This method is
the Phase Distortion method that is used for extracting features. The proposed method is much
simpler than the others because the features that are extracted by this method are produced only
by manipulating the instantaneous phases of the output signal of speech which are computed by
aHM. The Eq. 3.7 shows the definition of the PD and its relation to the shape of the glottal
source. Phase Distortion is the finite difference of RPS, as it was shown in the previous Section.
PD is proposed in [14] and was used for resynthesis. In our case it is introduced for removing the
dependency of the harmonic index k in the obtained phase. This is necessary because otherwise
the variance of the RPS will be increased in higher frequencies. The PD can also characterize the
glottal source without depending on: the duration of the glottal pulse, its excitation amplitude,
its position as well as the position of the analysis window and the influence of the minimum phase
component of the speech signal (vocal tract filter).

Due to the relation of the PD with the shape of the pulses of the glottal source and the significant
information that is produced for the voice variations, PD is an ideal indicator for voice pathology
detection. As could be observed from the visualization of the PD, the PD spectrum of the
normophonic speaker (Fig. 3.3(a)) appears stable, with stable values across the time and across
the harmonics. Unlike in Fig. 3.3(b) the PD spectrum of the dysphonic speaker, varies across
the time and across the harmonics it seems to be noisier. So, the variance of the PD is a better
voice regularity descriptor than PD itself. In the case of a normophonic speaker, for a sustained
phonation the variance of the PD should be close to zero as the shape of the glottal pulse is
preserved in time. In the next Section the PDD feature, which is the variance of the PD, is

introduced.

3.2 Phase Distortion Deviation: detecting voice irregularities

The proposed feature in this thesis is the Phase Distortion Deviation (PDD). It is obtained from
the PD by making its standard deviation, as could be shown in Eq. 3.10. For the analysis-
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Figure 3.3: PD spectrograms of a normophonic male speaker (Fig. 3.3(a)) and a dysphonic male
speaker (Fig. 3.3(b)). Both speakers utter the sustained vowel /a/.

synthesis systems, the PDD is sufficient to carry the entire information for the reconstruction of
the signal [44]. For our purpose PDD is used as a feature for measuring the variations of the
voice.

In the statistical analysis point of view, the data PD;(w) (phases/angles) that are used can be

represented as complex numbers of unit magnitude z = cos(0)+isin(f) = ¢’ | where § = PD;(w)
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is the measured angle. Each angle represents a vector of length one in the direction of the angle.
The resultant length is denoted with an R ! and R is the mean resultant length. R varies between
zero and one, so if a value of R is close to one that means that there was little variation in the
values of the angles.

2):

The circular standard deviation U}Dk, or else the PDD value is defined as v = y/In(

=

—2In(R) and R = + Egzl Zn

12 —
v=1{[in(= ) =1/—2In(R) (3.8)
R
_ 1 XN
R=— 2—:1 Zn (3.9)
Combining the foregoing data the final equation is formed as following;:
i i 1 iPDI™
PDD = opp, = stdi(PD},) = \/—2ln]M ;} eI DY (3.10)

The circular standard deviation takes values between zero and infinity. This means that the PDD
values of normophonic speakers are low in contrast to these of dysphonic speakers. This definition
of the standard deviation is proposed by Fisher [45]. An advantage of this is that for small values
of the standard deviation, the circular distribution is standardized, as in the linear case. It is
also useful because for a wrapped normal distribution, standard deviation is an estimator of the
standard deviation of the underlying normal distribution.

In Fig. 3.4(b) and in Fig. 3.4(a) the PDD spectrogram of a dysphonic and a normophonic speaker
are illustrated, respectively, using a small/fixed window of 100ms duration. Comparing them to
the figures of the PD we can observe that Fig. 3.4(b) and Fig. 3.4(a) are more informative as it
shows the time characteristics of the PD for each harmonic. Also, normophonic speakers have
PDD which is close to zero, revealing the correlation of PDD with the deviation of the glottal
shape in time. Another important point is that using a small window for calculating the PDD
the noisiness effect is not very clear in the case of the dysphonic speaker. The small window
leads to an underestimation of the standard deviation of the PD. Dysphonic speakers in some
time instants have high PD values (peaks) and if we use a big window that high variability in
time domain of PD is captured. In order to capture such changes in the entire phoneme the

maximum possible window is used, for calculating the PDD (length M in Eq. 3.10). The speech

L Resultant length is the length of a vector that is stretched from the first vector in the origin to the last vector
in the end.
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recordings have variable lengths so the window is selected to be proportional to the duration of
the speech signal, that is 1/3 of the duration of the signal. This window length is the maximum
possible, since there is an order restriction imposed by our zero-phase moving average filter that
implements the summation in Eq. 3.10.

The Fig. 3.5(a) and Fig. 3.5(b), that depicts the PDD spectrums of a normophonic and a dys-
phonic speaker, respectively, show high values if the signal varies in time and in frequency. In
these PDD spectrums, it could be observed that in the normophonic speaker’s spectrogram the
colors are cool hues (values close to zero) which means that normophonics have low variations in
their Phase Distortion spectrogram showing that their voice is stable/normal. In contrast, in the
dysphonic speaker’s spectrogram (Fig. 3.5(b)) the colors are warm hues, which means that the
PDD takes high values, thus the Phase Distortion varies a lot and this proves that their voice

varies/abnormal.
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Figure 3.4: PDD spectrograms of a normophonic male speaker (Fig. 3.4(a)) and a dysphonic
male speaker (Fig. 3.4(b)) using 100ms window length. Both speakers utter the sustained vowel

/a/.



Chapter 3. Extracting the phase structure of the glottal source from speech using

adaptive Harmonic analysis 31
50 3
40

(7]
(@]
=
% 20
T 1
10
1 0
0 052  1.02 152 1.97
Time (s)
(a)
50’ - 3
407 I e N
(7)) — ™~
£ S '_-:—1-—
% 20
T - D 1
10" =
— e
0 05 1 1.55
Time (Ss)
(b)

Figure 3.5: PDD spectrograms of a normophonic male speaker (Fig. 3.5(a)) and a dysphonic
male speaker (Fig. 3.5(b)) using the maximum possible window length. Both speakers utter the
sustained vowel /a/.
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Chapter 4

The Regularity Ratio: index of

normophonicity

In the previous Chapter a new method for extracting phase-based features of the glottal source
is introduced. In this Chapter the proposed method is evaluated on a database consisting of
dysphonic speakers who suffer from spasmodic dysphonia and is compared to other objective and
subjective metrics. Prior to the evaluation, the disease of SD is thoroughly analysed and then
a new metric for quantifying the severity of the dysphonia is proposed. Using this new metric
the speakers was ranked according to their degree of dysphonia. This metric can also distinguish

normophonic from dyspnonic speakers.

4.1 The disease of Spasmodic Dysphonia

The proposed metric based on phase information is applied to dysphonic speakers who suffer from
Spasmodic Dysphonia. In the following paragraphs the SD disease is thoroughly analysed. The
data provided below was derived from the [46], a website from the National Spasmodic Dysphonia

Association.
Meaning of SD

Spasmodic dysphonia belongs to a family of neurological disorders, called dystonias. A dys-
tonia is a movement disorder that causes muscles to contract and spasm involuntarily. Dystonias
can be generalized, affecting the entire body, or focal, affecting only a specific area of the body or

group of muscles. Following Parkinson’s disease and essential tremor, dystonia is the third most
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common movement disorder.

Certain dystonias including SD are task-specific, meaning that the muscles spasm only when
they are used for particular actions and not while they are at rest. When a person with SD
attempts to speak, involuntary spasms in the tiny muscles of the larynx cause the voice to break
up, or sound strained, tight, strangled, breathy or whispery. Improper functioning of any of
these muscles results in decreased vocal quality. The spasms often interrupt the sound, squeezing
the voice to nothing in the middle of a sentence or dropping it to a whisper. However during
other activities such as breathing and swallowing, the larynx functions normally. SD can cause
intermittent spasms in any of the muscles that position the vocal cords. The affected muscles

determine the exhibited symptom and ultimately the type of SD.

SD Causes

The exact cause of SD remains unknown. A reason for this difficulty in finding what causes
SD, is that the spasms do not occur in all types of speech. SD can not be found to unvoiced
sounds like "7, ”s” where the vocal cords do not require to vibrate. But we can note it in voiced
sounds like /a/, /e/ etc, where the vocal cords cause their vibration. In normal voices this vibra-
tion is periodic. However, in SD this periodic structure is lost. Therefore, sustained vowels are

the most appropriate for voice pathology studies.

Evidence suggests that the problem starts at the base of the brain in the basal ganglia, which
regulate involuntary muscle movements. In the SD condition, this nervous system regulator does
not function properly and produces incorrect signals, which cause the muscles to contract or relax
more than they should or at the wrong time. Genetic factors may put some people at greater
risk of developing spasmodic dysphonia, particularly those who have family members with any

form of dystonia.
Symptoms of SD
Studies have shown that the symptoms of SD improve or disappear during laughing, crying,

yelling, throat clearing, coughing, whispering, and humming. Generally, SD does not affect the

emotional aspects of speech. SD tends to affect only normal conversational speech.

SD can start at any time during life, but seems to begin more often when people are middle-
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aged. The disorder affects women more often than men. Symptoms usually occur in the absence

of any structural abnormality of the larynx, such as nodules, polyps, carcinogens, or inflammation.

Diagnosis of SD

SD has no objective pathology that is evident through x-rays or imaging studies like a CT
or MRI scan, nor can a blood test reveal any particular fault. Therefore the best way to diagnose

the problem is to find an experienced clinical with a good ear.

Also, there are physical examinations such as looking at the larynx in action, by inserting a
rigid endoscope, a straight, narrow medal rod containing a camera through the mouth and toward
the back of the throat while the person is saying "eeeee”. Another approach to viewing vocal
folds involves the use of a flexible endoscope: a very narrow, flexible tube is inserted through one
nostril and down through the throat, which allows the doctor to evaluate the movements of the
larynx while the person is speaking or singing. But all these methods are painful and not very
enjoyable. For these reasons we propose a method to quantify the quality of the voice so that to

make the diagnose easier and without any pain. This could help both clinical doctors and patients.

Therapy of SD

SD therapy offered by a speech language pathologist (SPL) involves training the person to alter
voicing techniques. For instance, the speech therapist may point out that the patient is produc-
ing his or her voice with poor breath support or poor tongue placement in the mouth. Through
exercises and practice, the patient can gain better insight into how to speak more efficiently and

effectively.

Unfortunately, this approach often produces incremental benefit for the typical SD patient,
since SD is a neurologic condition over which the patient has little or no control. Speech therapy
is generally seen as a possibly helpful adjunct to other therapies such as botulinum toxin (BTX)
injection. It is shown that it helps SD patients who have excess voice strain to ”unload” some

vocal muscle tension.

In our experiments voiced segments of patients before and after botulinum toxin injection
have been used. The databases used for this purpose was provided by Pr. Dejonckere [11] as

well as the subjective evaluations of the dysphonic speakers. These databases will be analysed
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in more detail in the following Sections.

4.2 Database of normophonic speakers

The proposed method is applied on a database of normophonic speakers. The database consists
of eleven male and five female healthy subjects, whose age varies between 23 and 45 years old.
The recorded sustained vowel was /a/ at 48kHz and then downsampled at 16kHz . The duration

of the sustained vowels varies from 2sec to 8sec depending on the speaker.

Due to the difficulty of comparing 2-D data, such as PDD data, the histogram of the PDD
is used. A histogram is a graphical representation of the distribution of the data. The histogram
in the x-axis depicts the different values from the PDD table and in the y-axis the quantity of
their occurrence. In Fig. 4.1(a) a normalized histogram is shown, which depicts an averaged
histogram of all the normophonic speakers from the database. From the figure it is observed that
almost all the values which appear in the normophonic speakers PDD spectrograms vary up to
0.4 and very few exceed this value (concentrated near zero). Due to this observation the area

under the value 0.4 is called normophonic area.

4.3 Database of dysphonic speakers

The main application of the proposed method in this thesis is implementing the method on

pathological voices. The aim is to rank the speakers according to the degree of severity.

For this purpose, a database which consists of speech signals of twenty speakers who suffer
from Spasmodic Dysphonia before and after the botulinum toxin injections is used. The sixteen
speakers of the database were male and the four speakers were female. For every speaker the
sustained vowel of /a/is used as input in our method.

In Fig. 4.1(b) a histogram of a dysphonic speaker is illustrated. It can be observed that the PDD
values are in a great span all over the histogram and only very few values are close to 0. Respec-
tively with the normophonic area, the area over 0.4 is called dysphonic area. Considering the
above remarks, the value 0.4 is used as a threshold for separating normophonic from dysphonic

speakers.
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Figure 4.1: Fig. 4.1(a) shows an average histogram of the PDD for the 16 normophonic speakers.
Fig. 4.1(b) shows a histogram of PDD of a dysphonic speaker.

4.4 Regularity Ratio metric

Regularity Retio (RR) is the new metric which is proposed in this thesis as well. RR quantifies
the normophonicity, how close is the distribution of a histogram to 0. The type of RR is shown
in Eq. 4.1, where ¢ is the number of bin, with P denoted the bars probability in the histogram,

Py is the bar that belongs to the normophonic area and the denominator is the summation of
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the rest of the histogram (the summation of the bars which belong to the dysphonic area). If
the nominator is grater than the denominator, the RR will be positive, otherwise RR takes neg-
ative values(that means that PD varies rapidly). The histogram’s bar length is chosen to be 0.4
because we observed that for the majority of the normophonic speakers, when the bar’s length
was greater than 0.4 the values of the PDD were all in the first bar and so the denominator of
the RR metric was 0 and the value of the RR was infinite. Due to this, the 0.4 value is chosen

as the maximum possible value for the length of the bar.

Py ,
= —_— < .
RR =log, (222 Pt> , 1<i<oo (4.1)

Using RR metric speakers can be ranked according to the severity of their disease. The
ranking of the database that is used for the experiments together with the RR values are shown

in the Table 4.1. The higher the RR value is, the more normophonic the speaker is.

Subjective Objective
Classification Classification
OVERALL
SEVERITY RR
1.00 -0.7263
1.00 -0.6527
0.9231 -0.6160
0.9231 -0.5777
0.7692 -0.5476
0.6923 -0.4542
0.6923 -0.3993
0.6154 -0.3926
0.6154 -0.3598
0.5385 -0.2503
0.5385 -0.2038
0.5385 Plupos -0.0859
0.4615 Esspos -0.0165
0.1538 Heupos -0.0098
0.1538 Lulpos 1.00

Table 4.1: Objective evaluation of the dysphonic speakers using the RR metric
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4.5 Performance evaluation

The RR is compared with subjective metrics evaluated by medical doctors (Jitter, Tremor and

Overall Severity) and an objective metric based on tremor, WMTYV.

4.5.1 Subjective metrics

In Chapter 2, some metrics which detect the voice pathologies using the Phase Spectrum or the
Amplitude Spectrum were analysed. In this Section are discussed: an objective metric (WMTV)
and three subjective metrics (tremor, jitter, overall severity). The proposed method will be com-

pared to them in a next Section.

Jitter is the cycle-to-cycle period perturbation. It is evaluated objectively by [1] using the
analysis program Ampex (Auditory Model Based Pitch Extractor) [47]. This program is able to
extract the period in irregular signals with background noise and it is efficiently used for substi-
tution voices and for SD. The speech samples are ranked from high to low jitter. The formula

that is used for the jitter is Eq. 4.2
Jitter = sum of VE(i)* |To(i) — To(i — 1)|/sum of VE(i) * Ty(i — 1) (4.2)

where Ty = 1/Fy, VE = voicing evidence and Fy = fundamental frequency.

Tremor is the rhythmic change in pitch and loudness. It is subjectively estimated by medi-

cal doctors and the speech samples are ranked from high to low tremor value.

Overall Severity of Spasmodic Dysphonia is evaluated by doctors.

4.5.2 Objective metrics

WMTV is the acronyms of the Weighted Mean Tremor Value. This is an objective tremor
metric and is proposed in [23]. This metric quantifies the severity of spasmodic dysphonia and
is based on tremor estimation on the speech signal. The vocal tremor consists of the involuntary
modulations of the frequency and/or the amplitude in sustained phonation. The pathological
tremor can be caused by diseases like Parkinson and essential tremor. There is also physiological

tremor, the natural stochastic modulations in the interval of [2,25]Hz with low amplitude. The
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acoustic vocal tremor attributes are how fast (modulation frequency) and how strong (modula-

tion level) are the modulations. This method (WMTV) uses an AM-FM decomposition algorithm
1 dy(t)

based on the adaptive time-varying quasi-harmonic model. The modulation frequency 5-=

and the modulation level, m(t), are used for calculating the metric. These parameters are esti-
mated by the FM and AM component, respectively.

Also some of the objective metrics (HNR, HRF, H1H2) and the Jitter metric which were de-
scribed in Chapter 2 are compared with the subjective overall severity of SD metric. The Jitter

objective metric is computed by using the Praat !.

4.5.3 Correlations and Evaluation Results

The doctor’s evaluation for the patients of our database (subjective evaluation) and the corre-
sponding classification using the WMTV method (objective evaluation) are shown in the following
Table 4.2. The patients have been ranked before and after the surgical procedure. In the end of
the name of each one in the table there is a syllable pre or pos: pre means that the value is before
the surgery and pos is the value after the surgery. The values in the Table has been normalized

to 1.

To measure the correlation between the proposed method with the above metrics, Spearman
and Pearson correlation method was used. Correlation measures the strength of association
between two variables. The Pearson correlation method is the most widely used. It measures
the strength of the linear relationship between normally distributed variables. The Pearson

correlation between A and B is shown in Eq. 4.3.

pap =~ BT (4.3)

where A is the first set’s values, B the second set’s values, the correlation is denoted with a p,
oa,0p is the standard deviation of A and B, respectively and Cov(A, B) is the covariance of A
and B which are defined in Eq. 4.4

n

> (ra —7a)(ry — 75) (4.4)

t=1

1

n—1

Cov(A,B) =

where r,, 7, are the return for series A, B in period t; respectively, 7y, 7 are the arithmetic mean

for A and B and n is the number of periods.

'Praat is a free scientific computer software package for the analysis of speech in phonetics.
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Subjective Objective
Classification Classification
OVERALL
TREMOR | JITTER SEVERITY WMTV

1.00 0.6769 0.9231 1.00

0.94 0.5335 0.9231 0.91

0.82 0.7934 0.6154 0.85

Stupre 0.71 0.6058 0.5385 0.68
0.59 0.7235 0.6923 0.56

0.53 0.8301 0.7692 0.39

0.47 0.7588 0.5385 0.37

0.41 1.00 1.00 0.33

0.41 0.8265 1.00 0.30

0.24 0.8852 0.6923 Esspos 0.24

Plupos 0.12 0.5603 0.5385 Plupos 0.20
Esspos 0.06 0.5065 0.4615 0.18
Heupos 0.06 0.5790 0.1538 0.18
Lulpos 0.06 0.1663 0.1538 Heupos 0.15
[ Stupes | 0.0 0.5166 0.6154 Lulpos 0.11

Table 4.2: Subjective and Objective evaluation of the dysphonic speakers

The Spearman rank correlation method makes no assumption about the distribution of the data.
This method first takes the return data and assigns a rank number to each return. It doesn’t
matter if the highest return gets the lowest rank or vice versa. If the ranks of the data of the
two series are the same there is obviously a very strong relationship between the two series. The
Pearson correlation won’t necessarily show this because it shows the strength of the linear rela-
tionship and the relationship might not be linear. The Pearson correlation is good for measuring
the strength of the linear relationship between two normally distributed data sets. The Spear-
man correlation method is better for data that are not distributed normally. The Spearman is

computed from Eq. 4.5.

63 d}

n(n? —1) (45)

p=1-

where d; = x; — y; is the difference between ranks. Spearman assesses how well the relation-
ship between two variables can be described using a monotonic function. The perfect Spearman
correlation of +1 or -1 occurs when each of the variables is a perfect monotone function of the
other. In both tables (Table 4.3 and Table 4.4) there are two values in each cell. The value in

the parentheses is the p — value which is the probability of getting a correlation as large as the
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observed value by random chance, when the true correlation is zero. If P(i,j) is small, e.g less
than 0.05, then the correlation R(i, j) is significant. The other value in the cell is the correlation
coefficient.

The Pearson correlation method is applied for comparing the proposed method with the other
metrics. This method returns high significance results in the correlation between all the subjec-
tive metrics and the proposed metric RR as it can be seen in the Table 4.3 and Table 4.4. This
entails two main conclusions: firstly the data of RR set is linear correlated with the subjective
metrics (jitter, tremor and overall severity) and secondly the RR metric can capture a variety
of voice abnormalities using the PDD-feature. Another statistical method Spearman is applied
for making the same comparisons, because Spearman is a more general correlator and gives the
monotonicity level. For these reasons it is expected that Spearman will give even better results
than Pearson and indeed was what we expected. The results are shown in the Table 4.3 and
Table 4.4.

Jitter Tremor Overall
(Ampex) Severity
S P S P S P
RR -0.65 -0.78 -0.68 -0.70 -0.81 -0.82
(0.0082) (0.0006) (0.005) (0.0037) (0.003) (0.0002)
WMTV 0.50 0.44 0.75 0.72 0.67 0.68
(0.0585) (0.0991) (0.0012) (0.0024) (0.0066) (0.0053)

Table 4.3: Pearson’s (P) and Spearman’s (S) correlation coefficient of the ranking of RR and
WMTYV with the ranking of subjective evaluations (Tremor, Overall severity) and objective eval-
uations (Jitter) provided by [1]. 15 speakers are ranked.

Jitter Tremor Overall
(Ampex) Severity
S P S P S P
RR -0.62 -0.71 -0.59 -0.64 -0.82 -0.82
(0.0033) (0.0004) (0.0067) (0.0023) (<0.0001) (<0.0001)

Table 4.4: Pearson’s (P) and Spearman’s (S) correlation coefficient of the ranking of RR with the
ranking of subjective evaluations (Tremor, Overall severity) and objective evaluations (Jitter)
provided by [1]. All speakers are ranked.

In the above tables (Table 4.3 and Table 4.4) it can be observed that RR metric is negatively
correlated to the other metrics. This is actually correct because the more normophonic the speaker
is, the higher the RR value gets, but for all the other metrics with which RR is compared, the
result is the opposite (the more normophonic the speaker is, the lower the metric value gets). In
Table 4.3, the correlations of the subjective metrics with the WMTYV metric is positive correlated

for the reason that WMTYV takes higher values if the severity is high like the subjective metrics.
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The difference of the two tables (Table 4.3 and Table 4.4) is that Table 4.3 consists of the metrics
correlation but only in 15 of 20 speakers of the dysphonic database. This happens because
WMTYV depends on the duration of the phoneme, so the signal has to be more than 1.5 sec for
extracting the features needed in WMTV. The AQHM algorithm uses an autocorrelation method
to estimate the first and last frame of the analysed signal. As a result it fails to capture the
signal for these frames. Therefore, these frames are omitted from the analysis. However, this
imposes a limitation on the duration of the phoneme. Phonemes cannot be shorter than 1.5sec.
Subjects who suffered from spasmodic dysphonia found it hard to speak and thus their vowels
had a duration less than 1.5 sec. However this criterion especially for dysphonic speakers is very
significant. Because dysphonic speakers cannot hold their voice for a long period of time and
so the samples are not enough for WMTV method. The rest 5 speakers of the database have
a shorter duration than 2ms and they were not used in Table 4.3. One of the advantages of
the proposed method is that it is independent of the duration of the speech. For this reason
in Table 4.4 the whole database of the dysphonic speakers is used and RR metric is compared
again with the subjective metrics. It can be seen that the results of the correlations are a bit
better than in Table 4.3. Other observations are that RR outperforms the WMTYV metric by 14%
on the overall severity, RR is significantly correlated with tremor and overall severity, WMTV
is also significantly correlated with them but WMTYV is not correlated with jitter whereas RR
is. From the correlation between jitter and WMTV, the WMTYV metric has p — value = 0.0585
(using Spearman) or p — value = 0.0991(using Pearson) which means that it is not significantly
correlated since p — value > 0.05. It can be observed from both of the tables that p — values for
the correlation between the RR metric and the subjective metrics are very low. Which means
that the proposed method is significantly correlated with the three of the subjective metrics.
Also, comparing the RR metric with the WMTV (Table 4.3), the RR has higher correlation
values (r —values) with all the subjective metrics than the WMTV. This means that RR detects
more voice pathologies and more accurately.

Finally, the correlations between the overall severity and the rest of the objective metrics (HRF,
H1-H2,HNR and Jitter(Praat)) were made. All of them had high p — values (p — value >
0.05) both for Spearman and Pearson correlations which means that the correlation of these
objective metrics are not significant. So, these metrics are not ideal to characterize the overall
severity of SD. In Table 4.5 the correlations are illustrated. Only the p — value of the Pearson
correlation of H1-H2 with the overall severity is significant (0.0327) but the r — value is not high
(0.55). For calculating the ranking of the metrics HI-H2 and HRF the implementations of the
COVAREP were used [48]. HNR ranking was made using the implementation of the algorithm
which described in Chapter 2.
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Overall
Severity of SD
S P

-0.16 -0.36
(0.5596) | (0.1884)

0.48 0.55
(0.0709) | (0.0327)

-0.25 -0.38
(0.3613) | (0.1614)

0.25 0.12
(0.3755) | (0.6805)

HRF

H1-H2

HNR

Jitter (Praat)

Table 4.5: Pearson’s (P) and Spearman’s (S) correlation coefficient of the ranking of HRF ,H1-
H2,HNR and Jitter from Praat with the ranking of the subjective evaluation of the Overall
severity of SD.



Chapter 5

Conclusions and future work

In this thesis we propose a new method for estimating voice pathologies using the phase infor-
mation of the glottal source. The new metric introduced, called Regularity Ratio, quantifies the

severity of voice pathology.

A well-known proverb says, ”Prevention is better than the cure”. The aim of this thesis is to
find an algorithm that early detects voice disorders, so that possible future diseases connected to
vocal abnormalities can be prevented.

To sum up, the innovative phase-based method that is introduced, extracts the features from the
glottal source signal. Previous methods use more complex techniques for extracting features from
the glottal source from the amplitude spectrum of the output/speech signal. Classical compu-
tation for glottal excitations estimated from natural speech is often problematic due to formant
ripple (i.e the fluctuating component embedded in the glottal excitation due to incomplete can-
celling of formants by the inverse filter). As it has been shown in Chapter 2, the amplitude
spectrum is not sufficient for capturing the glottal source characteristics which are connected
to the voice abnormalities studied. In this thesis, the instantaneous characteristics (amplitude,
phase, frequency) are extracted firstly by using an adaptive harmonic model on the speech signal.
Then, from the instantaneous phases through mathematical formulas the glottal shape arises. Us-
ing this proposed method there is no need to manipulate with complex inverse filtering methods
and in addition the problem with the wrapping of the phase is solved by using these formulas.
Thereafter, (from the glottal shape where the voice abnormalities are connected), features for
measuring the variabilities in speech are created (PDD features). These features without esti-
mating explicitly the glottal waveform, are correlated with the glottal shape and therefore with
voice. PDD is free from the linear phase influence and the phase contributions of the vocal tract

and therefore can characterise the regularity of the glottal source. The advantage of using the
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PDD is that it alleviates the necessity of detecting the Glottal Closure Instants (GCI) and the
accurate estimation of the glottal source. From these 2-D PDD features it is difficult to quantify
voice disorders and to evaluate our method. For this reason the RR metric is introduced (Chap-
ter 4). The RR metric is extracted from the histograms of the PDD in normophonic speakers and
then is evaluated in a database of dysphonic speakers with Spasmodic Dysphonia in a ranking
problem of the severity of the pathology. Our metric is compared with subjective and objective
rankings using other metrics. PDD-ranking is highly correlated with the subjective ranking from

the medical doctors and extracts better results compared to an other objective metric, WMTYV.

A future work can be the application of this method to other databases which contain other
vocal diseases. It is expected that the results would be satisfactory because in Chapter 4 it
was shown that the proposed method is correlated with more than one acoustic features (jit-
ter, tremor). Therefore, it is expected that this method will be able to detect several voice
abnormalities. An other expansion of this work may be the classification between dysphonic
and normophonic speakers. In this thesis no classification was performed but as it was shown
in Chapter 4, the normophonic speaker can be distinguished from the dysphonic speakers so the
classification should not be difficult.

Voice quality in speech processing research usually refers to the perceived degree of the char-
acteristics like breathiness, creakiness and loudness. Voice quality variations are considered to
be mainly due to the variations in the phonation process (production of the glottal excitation
signal) at the glottis. The voice quality is important for emotional/expressive speech synthesis
since it gives as much information about the state of the speaker as does the prosodic information.
From a signal processing point of view, voice quality variations mainly correspond to variations
in spectral tilt, in the relative amount of aperiodic components in speech, and in some spectral
variations in the low frequency part of the spectrum (variations in the glottal formant frequency
(Fg), in the first formant bandwidth etc.)(Fig. 5.1). So, in the future the proposed method could
be applied also for expressive speech.

One last concept for future work is applying the proposed method for detecting voiced and
unvoiced segments of speech. In Fig. 5.2 it can be observed the amplitude envelope and the

corresponding PDD spectrogram of the voiced /unvoiced segments.
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Figure 5.1:

Spectral variations due to variations in phonation. Top figures show the magnitude

spectrum of the speech signals and bottom figures show the time domain signals for glottal

excitation and speech.
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Appendix






Appendix A

Adaptive Iterative Refinement for
aHM

Algorithm
Create a sequence of time ¢; according to fo(t).
Initiate each f¢ = fo(t;)
Initiate each K using feorr = 20Hz and K = [0.5Ny /| feorr]]
while Ji such as fiK® < f;/2 do
for each anchor ¢ do
Create a segment of 3 periods around t. using f§
Compute ¢o(t) and interp. of all f¢
Compute LS solution (af,bf) of a aQHM
Compute dfy and feorr = mean(dfy/k)
Correct f'G = f§+ feorr
if f§K° < fs/2 then
Update K° = [0.5N,/| foors|
end if
end for
Set fi= f'tVi

end while
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Appendix B

Data provided by medical doctor

In the following Table is shown the subjective evaluations of the speakers from the database

which is used for the experiments in this thesis. The database and the subjective evaluations

were provided by the Pr. Dejonckere from Utrecht University.

Overall

PVS | PVF | AVE | PVFU | JIT | Jc | VL90 | Tmax | perc. | 2tin8
. tremor
rating
Burpos | 84.758 | 96.260 | 0.893 | 2.698 | 9.026 | 6.892 | 0 3.290 6 8
Burpre | 46.453 | 84.906 | 0.877 | 9.586 | 11.452 | 5.976 | 1.510 | 1.580 6 85
Dijpos | 20.686 | 62.154 | 0.678 | 10.864 | 16.284 | 8.438 | 0.28 | 0.410 8 7
Dijpre | 29.341 | 64.725 | 0.607 | 13.965 | 17.643 | 8.384 | 0.26 | 0.92 75 7
Esspos | 45.656 | 96.301 | 0.920 | 1.72 | 8.569 | 7.597 | 1.230 | 1.100 3 0.5
Esspre | 24.780 | 63.361 | 0.8 | 11.376 | 15.577 | 10.476 | 0.6 | 2.45 7 45
Heupos | 84.469 | 96.447 | 0.886 | 2.802 | 9.795 | 7.054 | 0 2.25 1 0.5
Heupre | 49.692 | 87.934 | 0.813 | 8.662 | 16.918 | 10.582 | 5.01 | 2.22 6.5 35
Knipos | 22.355 | 75.806 | 0.739 | 7.853 | 13.982 | 8.646 | 0.330 | 1.61 6.5 35
Knipre | 27.239 | 67.884 | 0.738 | 10.962 | 16.815 | 10.986 | 0.560 | 0.660 7 3
Lulpos | 89.603 | 99.110 | 0.982 | 0.549 | 2.814 | 2.417 | 501 | 7.670 1 0.5
Lulpre | 40.873 | 91.075 | 0.886 | 9.556 | 14.976 | 9.416 | 5.01 | 1.930 45 2
Plupos | 49.843 | 92.857 | 0.8 4 9.479 | 5.646 | 501 | 0.880 3.5 1
Plupre | 20.505 | 72.519 | 0.74 | 17.133 | 18.434 | 10.589 | 0.430 | 0.510 6 45
Roopos | 71.968 | 95.553 | 0.889 | 5.062 | 12.241 | 6.652 | 1.770 | 1.85 45 5
Roopre | 53.012 | 92.199 | 0.798 | 6.274 | 13.422 | 7.053 | 1.640 | 1.220 4 7
Stupos | 60.534 | 96.799 | 0.878 | 4.556 | 8.739 | 4.321 | 2.160 | 1.410 4 0
Stupre | 50.972 | 91.414 | 0.874 | 5.103 | 10.249 | 7.113 | 1.530 | 1.480 3.5 6
Vropos | 40.975 | 81.332 | 0.869 | 8.641 | 12.838 | 6.528 | 1.410 | 2.110 3.5 1
Vropre | 43.239 | 86.379 | 0.861 | 10.499 | 14.043 | 8.029 | 1.400 | 2.440 5 45

Table B.1: Subjective Evaluations
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PVF/PVS: PVF is the proportion of voiced frames and depends on the pauses appearing
in speech. Also the PVS, the proportion of voiced speech frames is computed, thus considering
inly frames that are classified as speech in the first step of the analysis. Since pauses and weak
sounds are typically unvoiced, PVS will typically be larger than PVF. For vowels it should be
expected that PV S = 100%: The better the voice, the highest the percentages.

AVE: The average voicing evidence. The more regular(periodic) the voice frames are, the higher
the AVE will be.

VL90 parameter: The 90th percentile of the voicing length duration. The voicing length
is defined as the number of consecutive voiced frames found in the data. Phonatory breaks re-

duce this parameter.
JIT and JITc: The cycle-to-cycle period perturbation and the corrected cycle-to-cycle pe-
riod perturbation. It is evaluated objectively by [1] using Ampex software [47] and the speech

samples are ranked from high to low jitter. Better voices show limited jitter.

PVFU: The percentage of frames with ”unreliable” Fj is considered as a second Fy-instability

factor. Frequency shifts make Fj unreliable.

Tmax: The maximum length of speech without pause.

Overall perc. rating: The overall severity of the SD of the speech samples in a descend-

ing order as evaluated by the doctors.

Rating Tremor: The rythmic change in pitch and loudness. The speech samples are ranked

from high to low tremor value.
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