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1. Introduction 

In this work, the glottal flow derivative waveform of speech signal is studied.  

The goal of this text is to estimate the glottal flow derivative from speech 

waveforms, model part of its important features, and review the spectral 

characteristics of the glottal flow derivative waveform.  

The next chapter provides the basic mathematical framework for the linear model 

of speech production. Then, the basic properties of glottal flow and glottal flow 

derivative waveforms are illustrated, as well as a model of the glottal flow derivative, 

called the LF-model. This is followed by the estimation of the glottal flow derivative 

waveform directly from the speech signal by inverse filtering the speech with a vocal 

tract estimate obtained during the glottal closed phase. The closed phase is determined 

through a sliding covariance analysis with a very short time window and a one sample 

shift. This allows calculation of formant motion within each pitch period predicted by 

Ananthapadmanabha and Fant to be a result of nonlinear source-filter interaction 

during the glottal open phase. The timing of the closed phase can be determined by 

identifying the timing of formant modulation from the formant tracks. Then, the 

glottal flow derivative is modeled using the LF model to capture the coarse structure. 

Finally, an analytic formula of the glottal flow derivative is studied and some of its 

spectral properties are highlighted. 
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2. All Pole Modeling of Speech Signals 

 

2.1. Time - dependent Processing 

It is known that an essential property of speech production is that the vocal tract 

and the nature of its source vary with time and that this variation can be rapid. 

However, many analysis techniques assume that these characteristics change 

relatively slowly, which means that, over a short-time interval of 20-40 ms, the vocal 

tract and its input are stationary. Stationarity means that the vocal tract shape, and 

thus its transfer function, remains fixed (or nearly fixed) over this short time interval. 

In addition, a periodic source is characterized by a steady pitch and glottal airflow 

function for each glottal cycle within the short-time interval. 

In analyzing the speech waveform, we apply a sliding window whose duration is 

selected to make the short-time stationarity assumption approximately valid. We 

select a window duration to make a good trade between time resolution and frequency 

resolution, typically of duration 20-40 ms. Our selected window slides at a frame 

interval sufficient enough to follow changing speech events, typically 5-10 ms, and 

thus adjacent sliding windows overlap in time. The shape of the window also 

contributes to the time and frequency resolution. For example, the rectangular 

window has a narrower mainlobe than the tapered Hamming window, but higher 

sidelobe structure. 

In performing analysis over each window, we estimate the vocal tract transfer 

function parameters (vocal tract zeros and poles), as well as parameters that 

characterize the vocal tract input of our discrete time model. The short-time 

stationarity condition requires that the parameters of the underlying system are nearly 

fixed under the analysis window and therefore that their estimation is meaningful. 

 

2.2. Linear Predictive Analysis 

At first, we begin by considering a transfer function model from the glottis to the 

lips output for speech signals with periodic or impulsive source. During voicing, the 

transfer function consists of glottal flow, vocal tract and radiation load contributions 

given by the all-pole z-transform: 

���� =  �����	���
��� =   �1 − ∑ ���������  
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We have: 

1 − ���� =  1∑ ��������� =  1∏ �1 − ���������� , |�| > |�| 
which in practice is approximated by a finite set of poles as �� → 0 with � → ∞. The 

basic idea is that each speech sample is approximated as a linear combination of past 

speech samples. We can write: 

���� =  ���� !��� =  �1 − ∑ ���������   "  ���� #1 − $ �����
�

���
%  

=  ���� − $ ��������� = � !����
���

 

which in the time domain is written as 

&'() =  $ ��&'( − �) +  �+'()�
���

 

where +'() = ,!'(). The above equation is sometimes referred to as an 

autoregressive (AR) model. The coefficients �� are referred to as the linear prediction 

coefficients, and their estimation is termed linear predictive analysis. The number of 

the prediction coefficients . is referred to as the prediction order. 

In order to estimate the filter ℎ'() from the speech signal &'(), we set up a least-

squares minimization problem where we wish to minimize the error  

+'() = &'() − $ 0�&'( − �),�
���

 

where 0�are calculated estimates of ��. The total error is given by  

1 = $ +2'()
3

, 
where the error is to be minimized for the region R. There are many different 

techniques of linear prediction, based on how +'() is calculated over the region R. If 

we assume that the speech signal is zero outside of an interval 0 ≤ ( ≤ 5 − 1, then 

the signal +'() will be non-zero only during the interval 0 ≤ ( ≤ 5 + . − 1, which 

gives us the region R. This choice will give large errors at the start of the interval, 

since we are trying to predict non-zero speech samples from zero, as well as at the 

end, where we are trying to predict zero samples from non-zero data. These 

assumptions result in the autocorrelation method of linear prediction, since the 

solution to this problem involves an autocorrelation matrix, 
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607 = 87, 
where  the �9, :�;< term of R is given by 8=,>, where 

8=,> = $ &'()&'( + |9 − :|),?���|=�>|
@��

 

where  1 ≤ 9, : ≤ .. The two vectors are given by 

07 = '0�, 02, … , 0�)B ,  
87 = '8�,�, 8�,2, … , 8�,�)B . 

 

The primary benefit of the autocorrelation method is that is it guaranteed to 

produce a stable filter. The autocorrelation technique will calculate the correct filter 

only if the analysis window is of infinite length, due to the large errors at the 

beginning and the end of the window. To help reduce the effects of using a finite data 

window, the data is typically windowed with a non-rectangular window. 

If +'() is calculated over a finite region, with the appropriate speech samples 

before the window used in the calculation of +'(), the solution to the minimization 

problem is called the covariance method of linear prediction: 

CD7 = EF7, 
where the �9, :�;< term of Φ is given by G=,>, where 

G=,> = $ &'( − 9)&'( − :): 1 ≤ 9, : ≤ .?��
@��

 

and the two vectors are given by 

07 = '0�, 02, … , 0�)B , 
EF7 = 'G�,�, G�,2, … , G�,�)I. 

This matrix problem can be solved efficiently used Cholesky decomposition because 

the matrix Φ has the properties of a covariance matrix. 

The benefit of the covariance method is that with its finite error window, a 

correct solution will be achieved for any window length greater than p if no noise is 

present. Also, since the boundaries are handled correctly, a rectangular window can 

be used with no ill-effects. For a more detailed discussion of linear prediction, 

including derivations for the solutions given, see [8]. 
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From a spectral standpoint, linear prediction attempts to match the power 

spectrum of the signal &'() to the predicted filter given by the 0=’s. In particular, the 

error function +'() is given in the frequency domain by: 

1�J� = K�J�KL�J�, 
where K�J� is the power spectrum of the signal &'(), and the KL�J� is the power 

spectrum of the estimated filter. If the excitation function has a non-uniform 

spectrum, the 0=’s calculated will be influenced to result in a spectrum �M��� that 

matches ����1���. 
 

2.3    Inverse Filtering 

We can estimate the excitation signal +'() from the speech signal &'() and the 

estimated vocal tract response given by the 0=’s: 

+̂'() = &'() − $ 0=&'( − 9),�
=��

 

or in the frequency domain, 

1L�J� = ���� 1�M��� = 1������� 1�M���. 
These equations describe a process called inverse filtering, in which the estimated 

vocal tract response is removed from the speech to yield an estimate +̂'() of the 

source function. 

 

 2.4    Pre-emphasis 

Speech signals are commonly pre-emphasized before linear prediction analysis is 

performed. Pre-emphasis is the process of filtering the speech signal with a single 

zero high pass filter: 

&�'() = &'() − O�&'( − 1), 
where βp is the pre-emphasis coefficient. The value used for βp is typically around 0.9 

to 0.95. 

While it is difficult to find reasoning for using pre-emphasis in the literature, we 

give two reasons here. As discussed above, the filter estimated by linear prediction 

will match the power spectrum of the combined excitation and vocal tract. The 

excitation has a spectral shape which has more energy at low frequencies than high 
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frequencies, as will be seen below. In order to approximately remove the large-scale 

spectral contribution of the source, the speech signal is pre-emphasized. The resulting 

spectrum is a closer representation of the vocal tract response, and thus the filter 

calculated through linear prediction is a better match for the vocal tract response. 

The other reasoning for pre-emphasis is an argument based on the spectral 

properties of the error function minimized. As was seen earlier, the error is the ratio of 

the two power spectrum, which results in uniform spectral matching in a squared 

sense regardless of the energy at any particular frequency. Speech spectra are 

typically viewed on a log or dB plot, however, which will show better matching for 

high energy regions of the spectrum than for low energy regions. Since speech tends 

to have a decrease in energy at high frequencies, the high-pass filter effect of pre-

emphasis will help achieve more uniform spectral matching in a log sense across the 

entire spectrum. 
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typically one to four pitch periods over the duration of the sound, although the 

number of pitch periods changes with numerous factors such as stress and speaking 

rate. The rate at which the vocal folds oscillate through a closed, open, and return 

cycle is influenced by many factors. These include vocal folds muscle tension (as the 

tension increases, so does the pitch), the vocal fold mass (as the mass increases, the 

pitch decreases because the folds are more sluggish), and the air pressure behind the 

glottis in the lungs and trachea, which might increase in a stressed sound or in a more 

excited state of speaking (as the pressure below the glottis increases, so does the 

pitch). The pitch range is about 60 Hz to 400 Hz and typically the males have lower 

pitch than females because their vocal folds are longer and more massive. 

 

3.1. The Glottal Flow Derivative Waveform 

 

The glottal flow derivative waveform and its relation to the glottal flow are 

illustrated below: 

 

Figure 2: Glottal Flow and Glottal Flow Derivative 

In order to simplify the problem of representing the glottal flow derivative, we 

can separate it into two main parts, the coarse and the fine structure of the flow. The 

coarse structure includes the large-scale portions of the flow, primarily the general 

shape. The fine structure includes the ripple and aspiration. We will consider only the 

coarse structure for this text. 

Vowel production can be viewed as a simple linear filtering problem, where the 

system is time invariant over short time periods. Under these assumptions, the glottal 
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flow, acts as the source, while the vocal tract acts as a filter. The glottis opens and 

closes pseudo-periodically at a rate between approximately 50 and 300 times per 

second. As we have already mentioned, the period of time during which the glottis is 

open is referred to as the open phase, and the period of time in which it is closed is 

referred to as the closed phase. The open quotient is the ratio of the duration of the 

open phase to the pitch period, and is generally between 30 and 70 percent. The 

closing of the glottis is particularly important, as this determines the amount of high 

frequency energy present in both the source and the speech, this period of time is 

called the return phase. 

Under steady-state non-interactive conditions, the glottal flow would be 

proportional to the glottal area. The time-varying area of the glottis, and source-filter 

interaction modify the flow in several ways. The first change is the skewing of the 

glottal flow to the right with respect to the glottal area function. The air flowing 

through the glottis increases the pressure in the vocal tract, which causes loading of 

the glottal flow. This loading results in pulse skew to the right, as the loading slows 

down the acceleration of air through the glottis. Since closing the glottis eliminates 

loading, the glottal flow tends to end suddenly. 

If we apply the radiation effect to the source rather than the output speech, the 

rapid closure caused by pulse skew results in a large negative impulse-like response at 

glottal closure, called the glottal pulse, which was illustrated above. The glottal pulse 

is the primary excitation for speech, and has wide bandwidth due to its impulse-like 

nature. From the glottal flow derivative, we can see the reasoning for the term return 

phase. After the peak of the glottal pulse, it takes some time for the waveform to 

return to zero. Fant has shown that for one model of the return phase, the effect is to 

filter the source with a first order lowpass filter. The more rapidly the glottis opens, 

the shorter the return phase. If a glottal chink or other DC glottal flow is present, the 

return phase will be lengthened. 

As we mentioned, we consider the glottal flow derivative as currently described 

to be the coarse structure of the source. The features of the source tend to have a 

smooth spectral content, and are of fixed positioning in relation to the glottal pulse. 

The extent of the features determines their timing in relation to the glottal pulse. For 

example, a glottis that closes slowly will result in a longer return phase, but it is not 

possible for the return phase to occur before the pulse. 

 

3.2. The Liljencrant-Fant Model (LF Model) 

 

The Liljencrants-Fant model provides a parameterized version of the 

coarse structure of the glottal flow derivative. The coarse structure is dominated by 

the motion and size of the glottis and pulse skew due to loading of the source by the 

vocal tract. The features we want to capture through the coarse structure include the 
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open quotient, the speed of opening and closing, and the relationship between the 

glottal pulse and the peak glottal flow. The open quotient is known to vary from 

speaker to speaker, and has been shown empirically to adjust the relative amplitudes 

of the first few harmonics. Breathy voices tend to have large open quotients, while 

pressed voices have smaller open quotients. 

The relationship between the peak glottal flow and the amplitude of the glottal 

pulse indicate the efficiency of the speaker. As mentioned previously, the glottal pulse 

is the primary excitation for voiced speech. Thus it is the slope of the glottal flow at 

closure, rather than the peak glottal flow that primarily determines the loudness of the 

speaker. Ripple can also play a role in efficiency, if the ripple is timed such that the 

supra-glottal pressure is at a maximum at the same time as the glottal flow. In this 

case, the ripple will tend to lessen the glottal flow, but not impact the rate of closure. 

The model we use is described by the following equations: 

	PQ�R� =
ST
U 1�+V;&9(J!R,                                    0 ≤ R ≤ WX−1�OWV '+�Y�;�BZ� − +�Y�B[�BZ�),         WX ≤ R ≤ W\0,                                                          +]&+^ℎ+8+

_ 
where WX, W�, W\ are illustrated on the figure above. The model is considered a four 

parameter model. Three of the parameters describe the open phase; they are 1�, J!, 0, 
with one parameter describing the return phase, WV. In order to ensure continuity 

between the open and return phases at the point WX, O is dependent on WV. While the 

relationship between O and WV cannot be expressed in closed form, O ≈ WV for small 

values of WX. Generally, it is assumed that W� coincides with W\ from the previous pitch 

period, requiring only that the timing of WX in relation to W� to be known. This 

assumption results in no period for which the glottis is completely closed; however, a 

small WV will result in flow derivative values essentially equal to zero, due to the 

exponential decay during the return phase. The parameter WV is probably the most 

important parameter in terms of human perception, as it controls the amount of 

spectral tilt present in the source. The return phase of the LF model is equivalent to a 

first order low-pass filter [6] with a corner frequency of  

aV = 1 �2cWV�.⁄  

This equation illustrates the manner in which the parameter WV controls the spectral 

tilt of the source, and thus the speech output. The parameter 0 determines how 

rounded the open phase is, while the parameter J! determines how rounded the left 

side of the pulse is. These parameters primarily influence the relationships between 

the first few harmonics of the source spectrum. 

In order to express the model in a closed form, an assumption can be made that O = 1 WV,⁄  for small values of WV, while, generally, OWV = 1 − +�Y�Be�BZ�. Also, the 
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time variable is normalized during the open phase by the time difference between W� 

and WX, which at time WX gives the equation 

1�R� = 1�+V&9(J!. 
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4. Calculation of the Glottal Flow Derivative 

Waveform Estimate 

 

The theory for the production of voiced speech suggests that an accurate vocal 

tract estimate can be calculated during the glottal closed phase, when there is no 

source/vocal tract interaction. This estimate can then be used to inverse filter the 

speech signal during both the closed and the open phases. Any source/vocal tract 

interaction is thus lumped into the glottal flow (or its derivative), the source for 

voiced speech, since the vocal tract us considered fixed. 

 

 

4.1. Determination of the Closed Phase 

 

The first and most difficult task in an analysis based on inverse filtering from a 

vocal tract estimate calculated during the closed phase is identification of the closed 

phase. A rough approximation of the beginning of the closed phase can be determined 

through inverse filtering the speech waveform. Since linear prediction matches the 

spectrum of the signal analyzed, inverse filtering a signal ���� with a filter �f��� 

determined by linear prediction by linear prediction will result in an approximately 

white signal: 

 

g���� 1�f���g ≈ 1. 
 

For periodic speech signals, inverse filtering will result in impulses that occur at 

the point of primary excitation, the glottal pulse. The exact timing of these pitch 

pulses can be identified by finding the largest sample approximately every W� 

samples, where W� is the pitch period. This procedure is known as peak picking. The 

return phase shows that complete glottal closure does not occur until a short time after 

the glottal pulse, so additional processing is needed to find the onset of the closed 

phase. 

 

Determination of the glottal opening is much more difficult, since the glottal flow 

develops slowly, and glottal opening does not cause a significant excitation of the 

vocal tract. As discussed earlier, formant modulation will occur when the glottis is 
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open. By tracking the formants during a pitch period, the time at which the formants 

begin to move can be identified. This will be when the glottis begins to open. 

 

To identify the closed phase, a two step procedure is therefore used: 

 

I. Identify glottal pulses through peak picking of an initial whitening of the 

speech. This provides a frame for each pitch period in which to identify the 

closed phase. 

II. Determine the closed phase as the period during which formant modulation 

does not occur. This formant modulation occurs due to source-filter 

interaction whenever the glottal opening is changing. 

 

4.1.1. Initial Glottal Closure Estimate 

 

In order to ease the analysis, pitch estimates and voicing probabilities are 

required as input to the system, along with the speech. The pitch estimates and 

voicing probabilities are generated with one estimate every 10 ms and an analysis 

windows of length 30 ms. Most any pitch estimator could be used. This pitch 

information is used to perform a pitch synchronous linear prediction. The covariance 

method of linear prediction is used, because it will generate a more accurate spectral 

match. The goal of this initial linear prediction is not an accurate model of the vocal 

tract, rather, the goal is an inverse filtered waveform amenable to peak picking. 

 

The size of the rectangular analysis window is two pitch periods, and the window 

shift is one pitch period. The location of the glottal pulse within this window is not 

controlled. This initial analysis is used to inverse filter the waveform. The resulting 

source estimate tends to be very impulse-like, easing the identification of the glottal 

pulse. The figure below shows an example: 

 

 

Figure 3: Speech signal and signal excitation 



21 

 

 

The peaks of the inverse filtered waveform are identified as follows: The voicing 

probabilities taken as input to the system are used to identify voiced regions in the 

speech. Each voiced region will consist of one or more voiced phonemes, such as the 

entire word “man”. In order to identify all the glottal pulses, we will first identify one 

pulse which we expect to identify with a good deal of accuracy. The remaining glottal 

pulses will be identified in small regions around where the pitch estimates predict 

they should occur. 

 

For each voiced region, the largest peak is found; this is considered to be a glottal 

pulse. The pitch information provided as input to the system is used to give an 

estimate of the location of the glottal pulse. A small window around this estimated 

location is searched for the largest peak, whose location is considered to be the timing 

of the next glottal pulse. This is continued until the end of the voiced region, and then 

repeated for the voiced region before the initially identified voiced region. 

 

 

4.1.2. Sliding Covariance Analysis 

The glottal closure estimates provide a frame for each pitch period, since each 

closed phase must be entirely contained between two consecutive glottal closures. 

This frame enables identification of the closed phase based on changes which happen 

each period. The formant frequencies and bandwidths are expected to remain constant 

during the closed phase but will shift during the open phase. For voiced in which the 

glottis never completely closes, such as breathy voices, a similar formant modulation 

will occur. During the nominally closed phase, the glottal opening should remain 

approximately constant, resulting in an effect on the formants of stable magnitude. 

Due to the nonlinear nature of the source-filter interaction, the formants will vary 

even with a constant glottal area as present during the closed phase of a breathy 

speaker. When the glottis begins to open, the formants will move from the relatively 

stable values they had during closed phase. 

To measure the formant frequencies and bandwidths during each pitch period, a 

sliding covariance based linear prediction analysis with a one sample shift is used. 

Each formant is a free resonance of the vocal tract system, thus the corresponding 

time signal can be written as a sum of complex resonances, as follows: 

8'() = $ hi@��i+=jk@ + �fi+�=jk@��/2
i��

. 
where am is the sampling frequency, ] is the index of a particular formant,ni , −c ≤n ≤ c, is the normalized formant frequency, hi,0 ≤ h < 1, determines formant 

damping, and �i is the complex formant amplitude. The above equation holds because 8'() is real-valued and, therefore, the formant resonances occur in complex-conjugate 
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pairs. The z-transform of the time signal assuming a half-infinite sequence starting 

at( = 0, is given by: 


��� = $ ��1 − h�+=jp���
�

���
= �� + ����� + ⋯ + �����������

0� + 0���� + ⋯ + 0���� . 
Note that due to the arbitrary formant amplitudes ��, 
��� is not necessarily the z-

transform of an all-pole transfer function. However, 
��� can be regarded as the z-

transform of the impulse response of an infinite impulse response filter. The formant 

frequencies a� and bandwidths r� can be derived from the roots h�+=jp of the 

prediction polynomial 

���� = 0� + 0���� + ⋯ + 0����. 
The formant frequencies a� and bandwidths r� in Hz are given [16] by: 

a� = amn� 2c⁄  

r� = − amln �h�� c⁄ . 
The size of the rectangular analysis window is constrained to be slightly larger than 

the prediction order, while still being several times smaller than the pitch period. In 

particular, the length of the analysis window is chosen for each frame to be  

5u = 5� 4⁄ , 
with upper and lower bounds of  

. + 3 ≤ 5u ≤ 2., 
where 5u is the size of the sliding covariance analysis window, 5� is the length of the 

pitch period as calculated by the time between the glottal pulses identified above, and . is the order of the linear prediction analysis, 14 for this study. Window lengths less 

than . + 3 cause occasional failure of the Cholesky decomposition, while using more 

than 2. points will not make the estimate significantly more accurate but will 

decrease the time resolution. The first analysis window begins immediately after the 

previous glottal pulse, while the last analysis window ends the sample before the next 

glottal pulse. There are thus a total of 5 − 5u windows for each pitch period. This 

sliding covariance analysis gives one vocal tract estimate per sample in the pitch 

period. Formant tracking is performed in each pitch period on the formants calculated 

from the vocal tract estimates. This provides estimates of each formant during both 

the closed and open phases, enabling identification of the time of glottal opening 

based on formant modulation. 

While a mathematical framework for calculating the expected modulation of the 

formant frequencies and bandwidths was developed in [10], we have found a large 

variety in the frequency and bandwidth changes that occur in the open phase. Also, 



23 

 

due to different fixed glottal openings from speaker to speaker, the amount of formant 

modulation that occurs during the closed phase will vary from speaker to speaker. 

This varying amount of formant modulation during the closed phase makes it difficult 

to set a threshold for an amount of formant modulation that indicates glottal opening. 

Because of these two problems, we have chosen to take a statistical approach to 

identifying the glottal opening. The approach taken is also a more practical approach, 

in that we want to estimate the vocal tract when the formant values are constant. The 

basic idea is to find a region during which the formant values vary minimally, while 

outside this region the formant values change considerably. 

A small region of sequential formant samples is determined in which the formant 

modulation is minimal as defined by the sum of the absolute difference between 

successive formant estimates: 

x9(y = $ |a�9� − a�9 − 1�|: 1 ≤ (� < 5 − 5u − 5,@e{|
=�@e

 

where y is the sum of absolute differences to be minimized, (� is the first sample if 

this small region, which is varied to minimize y, a are the formant values calculated 

for each sample in the pitch period, and 5 is the number of samples in the pitch 

period. The size of the initial stable region is five formant samples, which ensures 

meaningful statistics are available to extend the region. 

Once an initial stable region is identified, the mean and standard deviation of the 

formants within this small region are calculated, and the region is grown based on the 

following criteria: if the next sample is less than two standard deviations from the 

mean, it is included in the stable region and the mean and standard deviation are 

recalculated before continuing on to test the next point. A slightly different algorithm 

is used to extend the window to the left. The final mean and standard deviation from 

extending the stable region to the right are kept constant, and the region is grown to 

the left until a sample is more than two of these standard deviations from the mean. 

The closed phase is considered to include every speech sample which was used to 

calculate the stable formant values. Since each formant value is calculated from 5u 

speech samples, the total length of the closed phase will be (2 − (� + 5u samples, 

where (� is the time of the first formant in the stable region and (2 is the time of the 

last formant in the stable region. 

There are two primary reasons for the different techniques used to identify the 

glottal opening and closure. First, after the region has been extended to the right to 

identify the glottal opening, the statistics have been estimated from sufficient data and 

extending the window to the left will not improve those estimates. More importantly, 

we have found that the glottal opening tends to result in sudden formant shifts, while 

gradual formant shifts are found when extending the region to the left towards glottal 

closure. This may be because the sub- and supra-glottal pressures are approximately 
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equal during the return phase, which combined with the minimal flow results in little 

influence on the vocal tract estimate. If we attempted to update the statistics during a 

gradual change in the formant estimate, the statistics would likely incorporate this 

change, and glottal closure would not be identified.  

Identifying a small initial stable region allows the algorithm to adapt to the 

variability of the formants for each frame. If there is more aspiration or ripple during 

the closed phase, the initial standard deviation calculated from this window will 

reflect the greater variability that will occur in the formant estimates due to the 

nonlinear source-filter interaction. When the glottis begins opening from its 

maximally closed position the interaction will increase, and the standard deviation 

limits will be exceeded, indicating the glottis has begun to open. 

In the above discussion, the specific parameter used for the formant estimates 

was not stated. According to the theory presented in [10], all of the formants will 

undergo modulation of both their frequencies and bandwidths. The first formant 

shows these modulations clearer than other formants, in part because the energy of the 

first formant is greater and estimates of it tend to be less effected by noise. In general, 

both the formant frequencies of it tend to increase during the open phase, while they 

remain relatively constant during the closed phase. 

Experiments have shown that the best measure to use in determining formant 

modulation is the frequency of the first formant. The first formant is more stable than 

higher formants during the closed phase and exhibits a more observable change at the 

start of the open phase. Also, the sliding covariance and formant tracker tend to make 

more errors for higher formants; the figure below illustrates the above discussion, for 

a phoneme /a/ taken from speech out of the CMU Database: 

 

Figure 4: Formant tracking of the first three formants 
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4.1.3. Examples 

 

Here, we show some examples from voiced speech, where formant tracks, 

closed phase formant samples and closed phase speech samples are illustrated. 

 

Figure 5: Formant tracking and formant stable region 

 

 

Figure 6: Closed Phase speech samples 
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Figure 7: Formant tracks and formant stable region 

 

 

Figure 8: Closed phase speech samples 
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4.2. From Closed Phase to Glottal Flow Derivative 

Once the closed phase is determined, the vocal tract response s calculated, and then 

used to inverse filter the speech signal to generate the glottal flow derivative waveform. 

 

4.2.1.    Vocal Tract Response 

The vocal tract response is calculated from a rectangularly windowed region of the 

speech signal bounded on the left by the glottal closure and on the right by the glottal 

opening, as determined in the preceding section. The vocal tract is estimated using a 

covariance based linear predictor, with an adaptive pre-emphasis. To determine the pre-

emphasis coefficient, a first-order autocorrelation linear prediction is performed on the 

analysis window, including the preceding samples required to initialize the covariance 

analysis. This filter is then used to pre-emphasize the data. It is found this adaptive pre-

emphasis to work better than a fixed pre-emphasis filter. 

 

4.2.2.    Inverse Filtering 

There is some uncertainty as to what region to inverse filter with a particular 

vocal tract response. This problem arises due to the fact that the vocal tract is 

estimated during the closed phase but must be used to inverse filter both the open 

and the closed phase. This can create a problem, since the difference equation 

implementing the inverse vocal tract filter is changed at the start of the analysis 

window, where there is significant energy in the speech signal, and thus significant 

energy in the inverse filter. This sudden change of filter artificially excites the 

formants, and sometimes results in a large output shift. 

The decay of a linear filter with zero input contains components at pole 

locations. For speech, we have 

&'() = +'() + $ 0=&'( − 9).�
=��

 

Considering +'() to be zero (superposition allows us to add in the response to +'() 

later), we have 

&'() − $ 0=&'( − 9) = 0�
=��

 

Difference equations are easily solved through the z-transform, giving 
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���� − $ 0= �������= + $ &'−�)�����=
���

= 0,�
=��

 

where the inner sum is due to the initial conditions. Rearranging in the form required 

for partial fraction expansion, we have 

����� = ∑ 0=&'−9)���=�=��∑ 0=���=�=�� = ∑ 0=&'−9)���=�=��∏ �� − �=��=�� , 
where 0� = 1, and �= are the complex pole locations. The partial fraction expansion 

of the above equation will generally be of the form 

���� = $ }=�� − �= ,�
=��

 

where the }=’s are due to the initial conditions. A slightly different form of the above 

equation will result under the unusual condition of repeated poles. The inverse 

Fourier transform of the above equation is of the form 

&'() = $ }=�=@,'(),�
=��

 

where ,'() is the unit step function. Under the normal condition of complex pole 

locations �=, poles will appear in complex conjugate pairs, with their responses 

combining to form a decaying sine wave. The above equation shows that the only 

possible output is a combination of decaying sine waves at the pole frequencies. 

Since the only possible outputs are at the pole frequencies, if the filter is suddenly 

changed, the energy in the filter must be redistributed to the new frequencies. 

Experiments have confirmed that this redistribution can cause excitation of some of 

the formants. 
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4.3. Examples 

Here, we show some examples of glottal flow derivatives taken from an /e/ 

phoneme of an utterance of the ARCTIC CMU Database. 

 

Figure 9: Glottal Flow Derivative Estimate 

 

 

Figure 10: Glottal Flow Derivative Estimate  
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Figure 11: Glottal Flow Derivative Estimate 

 

 

Figure 12: Glottal Flow Derivative Estimate 
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5. Estimating Coarse Structure of the Glottal Flow 

Derivative 

Chapter 4 developed the techniques used to calculate the glottal flow derivative 

waveform from the speech signal. Now that we have the source waveform, we can 

estimate the parameters of a model describing the general shape of the waveform. 

 

5.1. Formulation of the Estimation Problem 

The coarse structure of the glottal flow derivative is captured using the LF model, 

described by the equation 

1�R� = ~ !~R = 1�+V;&9(J!R, 
for the period from glottal opening �W�� to the pitch pulse �WX�, at which time the 

return phase starts: 

1�R� = − 1�OWV �+�Y�B�BZ� − +�Y�B[�BZ��, 
which continues until time W\ . The figure below shows an example of the LF model: 

 

Figure 13: LF model for the glottal derivative waveform 
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Due to the large dependence of 1� on 0, the parameter 1X, the value of the 

waveform at time WX, is estimated instead of 1�. To calculate 1� from 1X, the 

equation 

1� = 1X+VBZ&9(J!WX 

is used. 

 A least squares minimization problem can be set up to fit the LF model to the 

glottal flow derivative waveform: 

1��7� = $ �2'9)Be

@��
+ $ ��'() − 1�+V@&9(J!(�2

BZ

@�Be{�
+ $ ��'() + 1�OWV �+�Y�@�BZ� − +�Y�B[�BZ���2

B[

@�BZ{�
+ $ �2'(),?

@�B[{�
 

where the point ( = 0 occurs after the end of the previous return phase, ( = 5 

occurs before the next open phase, �7 is a vector of the four parameters of the LF 

model, and �'() is the glottal flow derivative waveform at sample (. The error 1 is a 

nonlinear function of the four model parameters, so the problem must be solved 

iteratively using a nonlinear least-squares algorithm. A nonlinear least-squares 

algorithm attempts to solve problems of the form: 

min E�xF7� =�7
12 $��=��7, �7�� − �7=�2 = 12 $ 8=2��7� = 12 
F7��7�B
F7��7�, 

where �7 is the vector of parameters to be solved for, �7= is the data to be fitted, �= is 

the value of the curve at point 9 using the parameters �7, 
F7��7� is the residue vector, 

with 
F7��7� = '8���7�, 82��7�, … , 8?��7�) and �7� is an initial estimate of the parameter 

vector. 

In [10], the NL2SOL Algorithm was used. Here, due to the MATLAB environment of 

implementation, we used an algorithm which solves non-linear least squares 

problem, with similar properties of those of NL2SOL, such as the addition of bounds 

to enable parameters to be limited to physically reasonable values. This algorithm, 

called lsqcurvefit is a large-scale optimization algorithm, which is a subspace trust 

region method and is based on the interior-reflective Newton method. Each iteration 
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involves the approximate solution of a large linear system using the method of 

preconditioned conjugate gradients (PCG). 

The aforementioned algorithm makes use of the Jacobian matrix of the model 

function. The �9, :�;< element of the Jacobian matrix ���7� of a vector �7��7� is given by 

:=,i��7� = ��=��7���7i .  
In other words, the �9, ]�;< element of � is the partial derivative of the vector �7��7� at 

the point 9 with respect to the ];< element of the parameter vector �7. 

The partial derivatives of the LF model, as described in chapter 3, are given: 

 

• 
����V = − �Z������Z�� � e�V�;�BZ���R − WX� sin ��;B�� 

• 
����V = 0 

• 
����B� = �R cos ��;B�� sin ��BZB� � − WX sin ��;B�� cos ��BZB� �� �Z�X¡�¢£�Z�

�B� ������Z�� ���  
• 

����B� = 0 

• 
�����Z = − X¡�¢£�Z� �����¢���

������Z�� �  

• 
�����Z = �+�Y�Be�BZ� − +�Y�;�BZ��/�1 − +�Y�;�2BZ{Be�� 

• 
����Y = 0 

• 
����Y = �Z¤�;�BZ�X£¥�¢£�Z��;X£¥�¢£��Z¦�e���Be�BZ�X£¥��e£�Z�§

���X£¥��e£�Z���   
 

and the Jacobian matrix is given by: 

� =
©̈©
©©
©©
©ª

����0 ��2�0����W�
��2�W�����1X
��2�1X����O ��2�O «¬

¬¬
¬¬
¬¬
­B

. 
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5.2. Examples 

Here, we illustrate some examples of glottal flow derivatives and their 

corresponding fitted LF models. 

 

Figure 14: Glottal Flow Derivative Estimate and respective LF model 

 

 

Figure 15: Glottal Flow Derivative Estimate and respective LF model 
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Figure 16: Glottal Flow Derivative Estimate and respective LF model 

 

 

Figure 17: Glottal Flow Derivative Estimate and respective LF model 
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6. Spectral Representation of the Glottal Flow 

Derivative Waveform 

 

The previous chapters discussed, among others, the time-domain 

representation of the glottal flow. This chapter deals with the spectral 

representation of the glottal flow. It is observed that parameter estimation seems 

easier in the spectral domain and the glottal flow characteristics of natural speech 

signals can be estimated by processing directly the spectrum, without needing time-

domain parameter estimation. 

Accurate processing of the vocal flow characteristics is needed for dealing with 

voice quality in high quality speech synthesis. In the context of synthesis, a 

frequency-domain approach appears desirable, because voice quality is better 

described by spectral parameters. The main spectral parameters found for 

synthesizing voices with different qualities are: 1/ spectral tilt; 2/ amplitude of the 

first few harmonics; 3/ increase of the first formant bandwidth; 4/ noise in the voice 

source. We will consider only the first two of these in this chapter.  

In most of the studies, the spectrum is obtained by Fourier transform of the 

glottal waveform. Therefore, little insight is brought on the role played by each 

individual component of the waveform in the spectral domain, no analytic formulas 

are provided for the spectrum, and no spectral model of the glottal glow are 

proposed. 

In this text, using the results from [4], we show the spectral correlates of the LF-

model. The analytic formula of the spectrum of the LF-model is presented. Then, 

formulas are given for computing spectral tilt and amplitudes of the first of the first 

harmonics as functions of the LF-model parameters. 

 

 

6.1. Rk, Rg, Ra parameter transformations of the LF model 

The LF-model is considered here as a five parameter model of the glottal flow 

derivative. The five parameters commonly used to describe the LF-model are: 

W�, 1X, 
!, 
�, 
V. 
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W� is the fundamental period; it will only change the harmonic frequencies. 1X is the 

maximum flow declination rate; it will only change the overall harmonic amplitudes. 
! is the ratio of W� over twice the peak flow time WX. It behaves much like the open 

quotient ®¯ . The spectral effect of an increased 
! is to expand the frequency scale, 

resulting in shifting energy from low frequency harmonics to medium frequency 

harmonics. 
� is the inverse of the speed quotient: 
� = �WX − W��/W�; it will change 

the waveform skewness, and will essentially affect the first harmonics amplitude. 
V 

measures the duration of the return phase: 
V = WV/W�; it will change the spectral 

tilt adding a -6db/oct above a frequency which depends on 
V, 
!, and 
�, and then 

will essentially affect high order harmonics amplitudes. The open quotient is related 

to both 
!and 
�: ®¯ = �1 + 
��/2
!. See [7] for details on LF-model parameters. 

The LF-model can produce a great variety of waveforms with the different parameter 

settings. But a given set of parameters does not ensure to give a plausible speech 

waveform. In order to do so, the parameters must satisfy their theoretical ranges: 1X > 0, W� > 0, 
! > 0.5, 1 > 
� > 0, 
V > 0. But they must also verify the 

following equations: 
� < 2
! − 1, which ensures that the closing time is inside the 

period, and 
V < 1 − �{3p23° , which ensures that the return phase is a decreasing 

exponential. Furthermore, if 
� > 0.5 then the negative maximum of the flow 

derivative is no longer 1X. Thus, to keep the meaning of 1X as the maximum flow 

declination rate, one must force 
� < 0.5. 
 

6.2. Spectrum of the LF-model 

In [4], the derivative spectrum of the LF-model is computed. The result is given 

below: 

 ±!�²� = 1� 1�0 − :2c²�2 + J!2 ³J!
+ exp��0 − :2c²�WX� ¤�0 − :2c²� sin�J!WX� − J! cos�J!WX�§µ
+ 1X exp �−:2c²WX�OWV:2c²�O + :2c²� �O�1 − OWV��1 − exp�−:2c²�W� − WX���
− OWV:2c²�. 

The variables 1�, J!, WX, WV, and O are functions of the model parameters and 

variable 0 is obtained solving an implicit equation. The reason for an implicit equation is 

the condition of zero net gain of flow during a fundamental period which implies area 

balance in the flow derivative: ¶ ,PQ�R�~RBe� = 0. 
 



40 

 

6.3. Spectral Correlates of the LF-model Parameters 

With the help of the above analytic expression of the LF-model spectrum, one 

can obtain the following results on the spectral correlates of the LF-model: 

 

6.3.1.  Spectral Tilt 

The spectral tilt is an important parameter of voice quality, especially for female 

voices. It is related to the spectrum behavior when the frequency tends towards +∞. 
If the parameter 
V is set to 0, then · ±!�²�·~1X/2c² when ² → ∞, which 

corresponds to a spectral slope of -6 dB/oct. If 
V is not equal to 0, then an extra -6 

dB/oct is added to the spectrum, leading to a -12dB/oct spectral slope, above a 

cutoff frequency which can be computed as �\ = aV + V2� + 3°Be cot�c�1 + 
���, 
where aV = �2�3¡. In comparison to the predicted cutoff frequency value of aV given 

by Fant [7], this analytically calculated value gives a correction term that is not 

negligible: for instance, with 
! = 1.3, 
� = 0.3, 
V = 0.1, then aV = 160 �� 

although the cutoff frequency is equal to �\ = 290 ��; in this case, taking aV instead 

of �\ leads to a more than 5 dB error in the determination of the spectral tilt. Notice 

that the amplitude of the first harmonics is also affected by this parameter. In 

conclusion, the spectral tilt depends mostly on the parameter
V. This parameter is 

responsible for an extra -6 dB/oct attenuation above frequency�\. However, �\ 

depends also on 
!and 
� according to the analytic expression �\ = aV + V2� +
3°Be cot�c�1 + 
���. Thus, �\  cannot always be approximated by aV. 

 

6.3.2.  First Harmonics 

In a similar manner, one can study the low frequency harmonic amplitudes. Of 

particular interest is the ratio H1-H2, where H1 and H2 are the amplitudes of the first 

two harmonics (in dB). We will see in the next section some examples of the 

variation of this ratio as a function of 
�. As can be seen, H1-H2 has a range of about 

10 dB for common parameter ranges 0.3 < 
� < 0.6 and 1.0 < 
! < 1.3. The 

amplitude ratio of the two first harmonics depends mostly on the open quotient and 

the speed quotient (or equivalently to 
! and 
�). Changes in spectral tilt are also 

noticeable. This ratio increases with the open quotient and its range increases with 


� as shows the 1dB approximation: �1 − �2 = 12 ¤¼½�.¾§2 �1 − ¤1 − 3p�.¾§2� − 6. 
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6.4. Examples 

Here, we illustrate some examples of the LF spectrum and its properties for 

different values of the parameters. 

 Also, the spectrum of the derivative of the LF model is illustrated below. That’s 

because the general slope for a¿,PQÀ �R�Á��� is flat (0 dB/oct) when there is no return 

phase, and is decreasing at -6 dB/oct after the cutoff frequency �\ that is controlled 

by the return phase parameter, WV, when there is a return phase. The difference 

between those 2 cases (with and without a return phase) is better seen on the ,PQÀÀ �R�′& spectrum than on the ,PQÀ �R�′&, as can be seen on figures below. 

 

 

 

Figure 18: LF Spectrum, variable Ee 
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Figure 19: LF Spectrum, variable Ra 

 

Figure 20: LF Spectrum, variable Rg 
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Figure 21: LF Spectrum, variable Rk 

 

Figure 22: LF derivative Spectrum with variable Ee 
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Figure 23: LF derivative Spectrum with variable Ra 

 

Figure 24: LF derivative Spectrum with variable Rg 
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Figure 25: LF derivative Spectrum with variable Rk 
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7. Discussion and Future Work 

 

7.1. Summary 

In this text, we have discussed the glottal flow derivative waveform of the 

speech production system, an algorithm for extracting it from speech waveform, and 

a mathematical model for representing it in both time and frequency domain. 

In particular, the estimation of the glottal flow derivative is automatic and 

requires only information which can be directly calculated from the speech signal. An 

innovative technique is used: identifying the closed phase through formant 

modulation calculated by a sliding covariance analysis. By identifying statistically 

significant variations in the frequency of the estimated first formant, we are able to 

identify when the glottis finishes closing and when it begins opening. The formant 

motions are predicted by the theory of interaction between the glottal flow and the 

vocal tract. 

Next, a nonlinear least-squares algorithm is used to fit the LF model to the 

glottal flow derivative waveform for each pitch period. Steps must be taken in order 

to ensure that the curve fitting is performed in a manner that yields meaningful 

results. This is done by setting bounds to the estimated parameters so they can take 

only physically reasonable values. 

Finally, the spectrum of the LF model is studied. In [4], an analytic formula of the 

LF model spectrum is derived. It is shown that it is possible to model in the spectral 

domain accurate description of the glottal flow characteristics. It is also possible to 

switch from frequency to time domain or from time to frequency domain with the 

help of exact formulas. This formulation allows for spectral modeling. These results 

are challenging the more traditional time-domain approaches of glottal modeling. It 

opens a new way for glottal parameters estimation in speech. 

 

7.2. Future Work 

The LF model fitted to the glottal flow derivative waveform calculated using the 

formant modulation technique can be extended from four parameter model to 



47 

 

seven parameter model, so as to include the glottal timings. As can be seen in [10], 

this could be useful for SID purposes.  

Also, the identification of glottal opening and closing is done by whitening the 

speech waveform. Several other techniques can be used to provide more accurate 

identification. 

Furthermore, a high fundamental frequency pose a problem in linear prediction 

analysis and formant tracking estimation. A two-window covariance based linear 

prediction analysis could be used to help minimize difficulty with high pitched 

speakers. 

A useful application of the time domain part of this text could be the 

comparison of the closed phase speech samples and the glottal flow derivative in 

‘Speech in Noise’ and in ‘Speech without Noise’. Speech in noise is high quality 

recorded speech when background noise is placed into the speaker’s headphones. 

Speech without noise is normal recorded speech in silence. 

Finally, the spectral representation of the LF model can be studied in more 

depth so as to provide a method for spectral modeling of the glottal flow. 
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