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Abstract

Workflow management systems (WfMSs) have been used to support
various types of business processes for more than a decade now. In e-
commerce processes, suppliers and customers define a binding agreement
or contract between the two parties, specifying quality of service (QoS)
items such as products or services to be delivered, deadlines, quality of
products, and cost of service. Management of such QoS directly impacts
success of organizations participating in e-commerce. Organizations
operating in modern markets require an excellent degree of quality of
service management. Products and services must be available to customers
with well-defined specifications. A good management of quality leads to
the creation of quality products and services, which in turn fulfills
customer expectations and achieves customer satisfaction. Therefore,
when services or products are created or managed using workflow
processes, the underlying WfMS must accept the specification, be able to
predict, monitor, and control the QoS rendered to customers. To achieve
these objectives the first step is to develop an adequate QoS model for
workflow processes and develop methods to compute QoS.

1 Introduction
Organizations are constantly seeking new and innovative information systems to better
fulfill their mission and strategic goals. In the past decade, Workflow Management
Systems (WfMSs) have been distinguished due to their significance and impact on
organizations. WfMSs allow organizations to streamline and automate business
processes, reengineer their structure, as well as, increase efficiency and reduce costs.

Our experience with real world enactment services (Miller, Palaniswami et al. 1998;
Kochut, Sheth et al. 1999) and applications (CAPA 1997; Anyanwu, Sheth et al. 1999;
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Kang, Froscher et al. 1999; Hall, Miller et al. 2000; Luo 2000) made us aware that exiting
workflow systems, both products and research prototypes, while providing a set of
indispensable functionalities to manage and streamline business processes, they are
missing an important requirement; the management of Quality of Service (QoS). Quality
of service is an important issue for workflow systems. The international quality standard
ISO 8402 (part of the ISO 9000 (ISO9000 2002)) describes quality as ”the totality of
features and characteristics of a product or service that bear on its ability to satisfy
stated or implied needs.”
For organizations, being able to characterize workflows based on their QoS has three
direct advantages. First, it allows organizations to translate more efficiently their vision
into their business processes, since workflow can be designed according to QoS metrics.
Second, it allows the selection and execution of workflows based on their QoS to better
fulfill customers expectations. Third, it also makes possible monitoring of workflows
based on QoS, and setting compensation strategies when undesired metrics are identified.
It is essential that the services rendered follow customer specifications to ensure their
expectation and satisfaction.

While QoS has been a major concern in the networking (Cruz 1995; Georgiadis, Guerin
et al. 1996), real-time applications (Clark, Shenker et al. 1992) and middleware (Zinky,
Bakken et al. 1997; Frlund and Koistinen 1998; Hiltunen, Schlichting et al. 2000) areas,
few research groups have concentrated their effort to enhance workflow systems to
support workflow Quality of Service management.

Our goal is to develop a workflow QoS specification and methods to predict, analyze and
monitor QoS. We start by investigating the relevant quality of service dimensions, which
are necessary to correctly characterize workflows. Once the QoS dimensions are
identified, it is necessary to devise methodologies to calculate QoS estimates. Finally,
algorithms and methods need to be developed to compute workflow QoS. In workflows,
quality metrics are associated with tasks and tasks compose workflows. The computation
of workflow QoS is done based on the QoS of the tasks that compose a workflow.

This paper is structured as follows. Section 2 introduces our workflow QoS model and
describes each of its dimensions. For each dimension we present an approach to calculate
QoS of workflow tasks. In section 3, we describe how QoS estimates for tasks can be
created. Section 4 discusses two techniques to compute workflow QoS from task QoS. In
section 5, we present a set of interesting QoS metrics which can be computed for a
workflow. Section 6 and section 7 discuss related work in this area and give directions for
future work. Finally, section 8 presents our conclusions. 

2 Workflow Quality of Service 
For us, workflow QoS represents the quantitative and qualitative characteristics of a
workflow application necessary to achieve a set of initial requirements. Workflow QoS
addresses the non-functional issues of workflows, rather than workflow process
operations. Quantitative characteristics can be evaluated in terms of concrete measures
such as workflow execution time, cost, etc. Kobielus (1997) suggests that dimensions
such as time, cost and quality should be the criteria that workflow systems should include
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and might benefit from. Qualitative characteristics specify the expected services offered
by the system such as security and fault-tolerance mechanisms. QoS should be seen as an
integral aspect of workflows, and therefore it should be integrated with workflow
specifications. 

Workflow QoS is composed of different dimensions that are used to characterize
workflow schema and instances. To our knowledge most of the research carried out to
extend workflow systems capabilities, in the context of QoS, has only been done for the
time dimension (Kao and GarciaMolina 1993; Bussler 1998; Eder, Panagos et al. 1999;
Marjanovic and Orlowska 1999; Dadam, Reichert et al. 2000; Sadiq, Marjanovic et al.
2000; Son, Kim et al. 2001), which is only one of the dimensions under the workflow
QoS umbrella. Even though some WfMSs currently offer time management support, the
technology available is rudimentary (Eder, Panagos et al. 1999). The Crossflow project
(Klingemann, Wäsch et al. 1999; Damen, Derks et al. 2000; Grefen, Aberer et al. 2000) is
the one that most closely relates to our work. Not only time is considered, but also the
cost associated with workflow executions. In Crossflow, the information about past
workflow execution is collected in a log. From this information, a continuous-time
Markov chain is derived. 

Quality of service can be characterized along to various dimensions. We have
investigated related work to decide which dimensions would be relevant to compose our
QoS model. Our research targeted two distinct areas: operation management (Garvin
1988; Stalk and Hout 1990; Rommel 1995) for organizations and quality of service for
software systems (which include networking (Cruz 1995; Georgiadis, Guerin et al. 1996;
Nahrstedt and Smith 1996), middleware areas (Zinky, Bakken et al. 1997; Frlund and
Koistinen 1998; Hiltunen, Schlichting et al. 2000), and real-time applications (Clark,
Shenker et al. 1992).) The study of those two areas is important, since workflow systems
are widely used to model organizational business processes, and workflow systems are
themselves software systems.

2.1 QoS Model
According to Weikum (1999), information services QoS can be divided in three
categories: system centric, process centric, and information centric. Based on previous
studies and our experience in the workflow domain, we construct a QoS model that
includes system and process categories. Out model is composed of four dimensions: time,
cost, fidelity, and reliability. 

Time (T) is a common and universal measure of performance. For workflow systems, it
can be defined as the total time needed by an instance to transform a set of inputs into
outputs. Task response time (T) corresponds to the time an instance spends to be
processed by a task. The task response time can be broken down into two major
components: delay time and process time. Delay time (DT) refer to non-value-add time
needed in order for an instance to be processed by a task. Process time (PT) is the time a
workflow instance spends at a task while being processed, in other words it corresponds
to the time a task needs to process an instance. Therefore, task response time for a task t
can be calculated as follows:
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T(t) = DT(t) + PT(t)

Cost (C) represents the cost associated with the execution of workflow tasks. During
workflow design, prior to workflow instantiation and during workflow execution it is
necessary to estimate the cost of its execution to guarantee that financial plans are
followed. Task cost is the cost incurred when a task t is executed, and can be broken
down into two major components: enactment cost and task realization cost. The
enactment cost (EC) is the cost associated with the management of the workflow system
and workflow instances monitoring. The task realization cost (RC) is the cost associated
with the runtime execution of the task. 

C(t) = EC(t) + RC(t)

We view Fidelity (F) as a function of effective design and refer to an intrinsic property or
characteristic of a good produced or service rendered. Fidelity reflects how well a product
is being produced and how well a service is being rendered. Fidelity is often difficult to
define and measure because it is subjective to judgments and perceptions. Nevertheless,
the fidelity of workflows must be predicted, when possible, and carefully controlled when
needed. Workflow tasks have a fidelity vector dimension composed by a set of fidelity
attributes (F(t).ai), to reflect and quantify task operations. Each fidelity attribute refers to
a property or characteristic of the product being created, transformed, or analyzed.
Fidelity attributes are used by the workflow system to compute how well workflows,
instances, and tasks are meeting user specifications. Depending on its type, a task uses
different strategies to set fidelity attributes.

Task Reliability (R) corresponds to the likelihood that the components will perform
when the user demands it and it is a function of the failure rate. Each workflow task
structure has an initial state, an execution state, and two distinct terminating states. One
of the states indicates that a task failed or was aborted while the other state indicates that
a task is done or committed  (Krishnakumar and Sheth 1995). This QoS dimension
provides information concerning the relationship between the number of times the state
done/committed is reached, and the number of times the failed/aborted state is reached.
To describe task reliability we follow a discrete-time modeling approach. Discrete-time
models are adequate for systems that respond to occasional demands such as database
systems. We use the stable reliability model proposed by Nelson (1973), for which the
reliability of a task t is R(t) = 1 - failure rate.

2.2 QoS Model and Web Services
Other researchers have also identified the need for a QoS process model. A good example
is the DAML-S specification, which supplies an ontology to semantically describe
business processes (as composition of Web services). The use of an ontology allows and
facilitates process interoperability between trading partners involved in e-commerce
activities. The specification includes constructs to specify quality of service parameters,
such as quality guarantees, quality rating, and degree of quality. While DAML-S has
identified specification for Web service and business processes as a key specification
component, the QoS model adopted should be significantly improved to supply a realistic
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solution to its users. One current limitation of DAML-S’ QoS model is that it does not
provide a detailed set of classes and properties to represent quality of service metrics. The
QoS model needs to be extended to allow a precise characterization of each dimension.
The addition of concepts to represent the minimum, average, maximum, and the
distribution function associated with dimension, such as cost and duration, will allow the
implementation of algorithms for the automatic computation of QoS metrics of processes
based on sub-processes’ QoS metrics. 

Let us try to better understand the impact and span of this problem. Workflows and
processes are often composed of many of sub-processes (also known as composite
process or network tasks). Processes can be represented using a hierarchical structure,
where the root node corresponds to the main or top process, and the intermediate nodes
and leaves correspond to sub-process and atomic processes (also known as atomic tasks)
respectively. We believe that QoS metrics should be specified for the leaves (atomic
processes) if at all possible. Then, using an appropriate algorithm, the QoS values of the
leaves are used to compute QoS values for intermediate nodes (sub-processes) until the
root node is reached. For organizations determining the QoS for an atomic process can be
a complex procedure, but far more complex is to compute the QoS of a process composed
by several sub-processes. Our work targets this computation, which based of atomic task
QoS attributes, computes the quality of service for the process automatically. The use of
such methodology to derive QoS for processes has one important requirement —the
quality dimensions represented in the QoS model needs to be computable, i.e., it must
exist a function at each node of the hierarchical structure (networks) that can be applied
to its children (atomic tasks). From this observation, we develop a QoS model for which
all its dimensions are computable. We have investigated relevant work to determine
which dimensions would be relevant to compose our wQoS model, and based on previous
studies as well as our experience in the workflow domain, we have constructed a model
composed of the following dimensions: time, cost, fidelity, and reliability. We hope this
work will provide an input to the area of Web service specification related standards
efforts, as well as E-services and process realization though composition of Web services.

3 Creation of QoS estimates
Determining useful estimates for the QoS properties of a task can be challenging. A
combination of a priori estimates from designers as well as estimates computed from
prior executions will be used, with the historical data playing a larger role as more data is
collected. Additional complexities are due to the fact that QoS is parametric. For
example, the response time of a service that takes an XML document as input will depend
on the size of the document. Estimates for workflows can be developed in two ways: (a)
estimates for the entire workflow can be created just like they are for ordinary/atomic
services (i.e., a priori estimates refined as execution monitoring data is collected), (b) the
QoS properties can be synthesized from the QoS properties of the tasks making up the
workflow. Synthesizing aggregate estimates requires several problems to be solved,
among them (1) determination of transitions probabilities from transitions conditions and
(2) dealing with correlation between individual tasks.
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In order to facilitate the analysis of workflow QoS, it is necessary to initialize task QoS
metrics and also initialize stochastic information indicating the probability of transitions
being fired at runtime. Once tasks and transitions have their estimates set, algorithms and
mechanisms such as simulation can be applied to compute overall workflow QoS.

QoS for Tasks
Task QoS is initialize at design time and re-computed at runtime when tasks are
executed. During the graphical construction of a workflow process, each task receives
information estimating its quality of service behavior at runtime. The re-computation of
QoS task metrics is based on data coming from the user specifications and from the
workflow system log.

QoS for Transitions 
The same way we estimate task QoS, can be used to estimate workflow transitions
probabilities. The user initializes the transitions probabilities at design time. At runtime
the probabilities are re-computed. When a workflow has never been executed, the values
for the transitions are obviously taken from initial user specifications. When instances of
a workflow w have already been executed, then the data used to re-compute the
probabilities comes from initial user specifications for workflow w and from completed
instances.

4 QoS Computation

Once QoS estimates for tasks and for transitions are determined we can compute overall
workflow QoS. We describe two methods that can be used to compute QoS metrics for a
given workflow process: analysis and simulation. The selection of one of the methods is
based on a tradeoff between time and accuracy of results. The analytic method is
computationally faster, but yields results, which may not be as accurate as the ones
obtained with simulation.

4.1 Analytic Models

Comprehensive solutions to the difficult problems encountered in synthesizing QoS for
composite services are discussed in detail (Cardoso, Miller et al. 2002). This paper
presents a stochastic workflow reduction algorithm (SWR) for computing aggregate QoS
properties step-by-step. At each step a reduction rule is applied to shrink the network. At
each step the response time (T), processing time (PT), delay time (DT), cost (C) and
reliability (R) of the tasks involved is computed. Additional task metrics can also be
computed, such as task queuing time and setup time. This is continued until only one
atomic task (Kochut, Sheth et al. 1999) is left in the network. When this state is reached,
the remaining task contains the QoS metrics corresponding to the workflow under
analysis. The set of reduction rules that can be applied to a composite service (network)
corresponds to the set of inverse operation that can be used to construct a network of
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services. We have decided to only allow the construction of workflows based on a set of
predefined construction rules to protect users from designing invalid workflows. Invalid
workflows contain design errors, such as non-termination, deadlocks, and split of
instances (Aalst 1999). To compute QoS metrics, we use a set of six distinct reduction
rules: (1) sequential, (2) parallel, (3) conditional, (4) fault-tolerant, (5) loop, and (6)
network. As an illustration, we will show how reduction works for a sequence of tasks.

tij

pj

(a) (b)

ti tj

Figure 1 - Sequential system reduction

Reduction of a Sequential System. Two sequential service tasks ti and tj are reduced to a
single task tij. In this reduction the incoming transitions of ti and outgoing transition of
tasks tj are transferred to task tij.

In a sequential system pj = 1. This reduction can only be applied if the following two
rules are satisfied: a) ti is not a xor/and split and b) tj is not a xor/and join. These rules
prevent this reduction from being applied in a parallel, conditional, and loop systems. To
compute the QoS of the reduction the following formulae are applied:

Time :         T(tij) = T(ti) + T(tj)
Cost:           C(tij)= C(ti) + C(tj)
Reliability:    R(tij) = R(ti) * R(tj)

4.2 Simulation Models
While analytical methods can be effectively used, another alternative is to utilize
simulation analysis (Miller, Cardoso et al. 2002). Simulation can play an important role
in tuning quality of service metrics of workflows by exploring “what-if" questions. When
the need to adapt or to change a workflow is detected, deciding what changes to carry out
can be very difficult. Before a change is actually made, its possible effects can be
explored with simulation. To facilitate rapid feedback, the workflow system and
simulation system need to interoperate. In particular, workflow specification documents
need to be translated into simulation model specification documents so that the new
model can be executed/animated on-the-fly.

In our project, these capabilities involve a loosely-coupled integration between the
METEOR WfMS and the JSIM simulation system (Nair, Miller et al. 1996; Miller, Nair
et al. 1997; Miller, Seila et al. 2000). Workflow is concerned with scheduling and
transformations that take place in tasks, while simulation is mainly concerned with
system performance. For modeling purposes, a workflow can be abstractly represented by
using directed graphs (e.g., one for control flow and one for data flow, or one for both).
Since both  models are represented as directed graphs interoperation is facilitated. In
order to carry out a simulation, the appropriate workflow model is retrieved from the
repository, translated into a JSIM simulation model specification. The simulation model
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is displayed graphically and then executed/animated. Statistical results are collected and
displayed which indicate workflows QoS. 

5 Workflow QoS Metrics of Interest
In this section, we list the workflow QoS metrics which are of interest to compute. The
computation can be done at design time, before the execution of instances, or it can be
done at runtime.

Workflow Time. Workflow time analysis measures the total time that instances spend in
a workflow process. When a workflow is executed, instances enter the process, proceed
through various tasks, and finally exit the process. The WfMS needs to constantly
monitor and estimated the time remaining for instance termination. We show four
important measurements for workflow time-based execution: workflow response time,
workflow delay time, minimum workflow response time, and workflow response time
efficiency. 

• Workflow response time (T) is the total amount of time that a workflow instance
spends in a workflow process before it finishes. 

• Workflow delay time (DT) is the total amount of time that a workflow instance
spends in a workflow while not being processed by a task. 

• Minimum workflow response time (Tmin) of a workflow is the time required for a
workflow instance to be processed not having to account for any task delay time. 

• Workflow response time efficiency (E) is the ratio of the minimum instance response
time and the instance response time. It is instructive to compare these two measures,
since instance efficiency measurement provides an indication of the time an instance
is delayed during its execution and indicates to which degree a workflow process can
be improved by reducing its response time. 

Workflow Cost. Workflow cost (C) analysis measures the cost incurred with the
execution of a workflow. A workflow has a cost which is equal to the sum of the cost of
the tasks executed to complete a workflow. Cost-based workflows need to have their cost
calculated so that managers can make sure that operations are within initial budgets.

Workflow Fidelity. Workflows fidelity (F) is computed based on the fidelity of the tasks
in the workflow. The user defines a weighted function involving each task fidelity. A
fidelity function is also defined to represent how well a task is carrying out its execution.

Workflow Reliability. Workflow reliability (R) corresponds to the likelihood that a
workflow will perform for its users when the user demands it. 

6 Related Work
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The work found in the literature on quality of service for WfMS is limited. The
Crossflow project (Klingemann, Wäsch et al. 1999; Damen, Derks et al. 2000; Grefen,
Aberer et al. 2000) has given a major contribution. In their approach, a continuous-time
Markov chain (CTMC) is used to calculate the time and cost associated with workflow
executions. While the research on quality of service for WfMS is limited, the research on
time management, which is under the umbrella of workflow QoS, has been more active
and productive. Eder (1999) and Pozewaunig (1997) present an extension to CMP and
PERT by annotating workflow graphs with time. At process build-time, instantiation-
time, and runtime the annotations are used to check the validity of time constraints. The
major limitation of their approach is that only direct acyclic graphs (DAG) can be
modeled. This is a significant limitation since the majority of workflows have cyclic
graphs. Cycles are in general used to represent rework actions or repetitive activities
within a workflow. Reichert (1998)and Dadam (2000) also recognize that time is an
important aspect of workflow execution. With each workflow task, minimal and maximal
durations may be specified. The system supports the specification and monitoring of
deadlines. The monitoring system allows the notification of users when deadlines are
going to be missed. It also checks if minimal and maximal time distances between tasks
are followed according to initial specifications. Marjanovic and Orlowska (1999)
describe a workflow model enriched with modeling constructs and algorithms for
checking the consistency of workflow temporal constraints. Their work mainly focus on
how to manage workflow changes while accounting for temporal constraints. Son (2001)
present a solution for the deadline allocation problem based on queuing networks. Their
work also uses graph reduction techniques, but applied to queuing theory. Although the
work on quality of service for workflows is lacking, a significant amount of research on
QoS has been done in the area of networking (Cruz 1995; Georgiadis, Guerin et al. 1996),
real-time applications (Clark, Shenker et al. 1992) and middleware (Zinky, Bakken et al.
1997; Frlund and Koistinen 1998; Hiltunen, Schlichting et al. 2000). 

Recently, in the area of Web services, researchers have also manifested an interest for
QoS. The DAML-S (DAML-S 2001) specification allows the semantic description of
business processes. The specification includes constructs to specify quality of service
parameters, such as quality guarantees, quality rating, and degree of quality. One current
limitation of DAML-S’ QoS model is that every composite process needs to have QoS
metrics specified by the user.

7 Future Work
The workflow QoS model presented in this paper can be extended in two additional
dimensions, which can be useful for particular types of workflow systems. The first one
that can be included is the security dimension. Workflow systems and workflow
applications face several security problems and dedicated mechanisms need to be present
to increase the level of security (Fan 1999; Kang, Froscher et al. 1999; Miller, Fan et al.
1999). The second dimension, which can be added, is maintainability. Maintainability
corresponds to the mean time to repair workflow failures; it is the average time spent to
maintain workflow in a condition where they can perform their intended function. 



10

8 Conclusions

We have shown the importance of quality of service management of workflow and
introduced the concept of workflow quality of service (QoS). While QoS management
has a high importance for organizations, current WfMSs and workflow applications do
not provide full solutions to support QoS. Research is necessary in four areas:
specification, prediction algorithms and methods, monitoring tools, and mechanisms to
control the quality of service. In this paper, we focus on workflow QoS specification and
prediction. Based on the reviewed literature on quality of service in other areas, and
accounting for the particularities of workflow systems and applications, we define a
workflow QoS model, which includes four dimensions: time, cost, fidelity, and
reliability. The use of QoS increases the added value of workflow systems to
organizations, since non-functional aspects of workflows can be described. The
specification of QoS involves fundamentally the use of an adequate model and the
creation of realistic QoS estimates for workflow tasks. Once tasks have their QoS
estimated, QoS metrics can be compute for workflows. Since this computation needs to
be automatic we describe two methods for workflow QoS computation: analysis and
simulation.
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