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Paper Understanding 
Each student should deeply understand the material presented in the paper s/he has 
undertaken. Most specifically, each student should: 

o know the algorithms and the techniques presented in the paper; 
o be able to answer to questions of the style «Why is each line of the code useful in the 

algorithms s/he will present and  what could go wrong if any line was removed»; 
o invest time on the algorithm s/he studies, devise his/her own bad scenarios of execution 

and understand how the algorithms cope with these scenarios; 
o study/devise a big number of examples to deeply understand how the algorithms work; 

each student should include such examples in his/her presentation (and it is these 
examples that give a concrete idea of how deeply the student has understood the technical 
part of the paper); 

o invest some time to understand the high level idea of the analysis of the algorithms 
included in the paper; 

Each student should be able to present an intuitive description of the algorithms, their 
correctness and their complexity.  

Presentation 
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Each presentation should last for 35 minutes (another 25 minutes will be allocated to 
questions and discussion). Each student should ensure that his/her presentation will not 
require more than 25 minutes (marking will be performed based on the material that each 
student will manage to cover in the first 35 minutes of his/her). Roughly speaking, each 
presentation should have the following form: 

1. Description of the problem. 
2. Brief description of the results. 
3. Description of new algorithms (this description should be first highly intuitive and only 

when the speaker is sure that the audience has understood the main ideas of the 
algorithms, s/he can provide more technical details). 

4. A lot of examples to prove that the student has achieved a good level of understanding of 
the algorithms. 

5. Bad/difficult scenarios with which the algorithms should cope. 
6. Why are all the components of an algorithm necessary? (e.g., why are all the line codes 

needed?, etc.)? The students may choose to answer these questions either by using 
examples or by providing sufficient explanation. 

7. Intuitive (high-level) description of the analysis of the algorithm. 
8. Conclusions– Open Problems 

In a presentation, brief phrases (and not big sentences) are used. Moreover, a lot of figures 
and examples must be provided. In each slide, the material should be explained in a detailed 
way. 

Each student must initiate a discussion on the topic that s/he presents. The marking 
will take into consideration whether this goal is accomplished. The marking will also 
be based on whether (and in what degree) the audience has understood the presented 
material.  

The instructor and the other students are allowed to make questions. The time 
schedule should be respected despite this (so, each student should take into 
consideration any discussion and question that may arise during the presentation when 
it makes the time schedule of it).  


