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To help human users and software agents find relevant knowledge on
the Semantic Web, the Swoogle search engine discovers, indexes, and
analyzes the ontologies and facts that are encoded in Semantic Web

documents.

earch engines have assumed a central role

in the World Wide Web’s infrastructure as

its scale and impact have increased. In the

Web’s earliest days, people found pages of

interest by navigating (quickly dubbed
surfing) from pages whose locations they remem-
bered or bookmarked. Rapid growth in the num-
ber of pages gave rise to Web directories like Yahoo
that manually organized Web pages into a hierar-
chy of topics.

As the growth continued, these directories were
augmented by search engines such as Lycos, HotBot,
and AltaVista, which automatically discovered new
and modified Web pages, added them to databases
and indexed them by their keywords and features.
Today, search engines such as Google and Yahoo
dominate the Web’s infrastructure and largely define
our Web experience.

Most knowledge on the Web is presented as
natural-language text with occasional pictures and
graphics. This is convenient for human users to read
and view but difficult for computers to understand.
It also limits the indexing capabilities of state-of-the-
art search engines, since they cannot infer meaning—
for example, does an occurrence of the word “raven”
refer to the bird or to Baltimore’s football team?

Thus, users share a significant burden in terms of
constructing search queries intelligently. Even with
increased use of XML-encoded information, com-
puters still must use application-dependent seman-
tics to process the tags and literal symbols.
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SEMANTIC WEB SEARCH

The Semantic Web offers an approach in which
computers can use symbols with well-defined,
machine-interpretable semantics to share knowl-
edge.! Search on the Semantic Web differs from con-
ventional Web search for several reasons.

First, Semantic Web knowledge content is intended
for publication by machines for machines—tools,
Web services, software agents, information systems,
and so forth. Although Semantic Web annotations
and markup can help users find human-readable doc-
uments, there will likely be an “agent layer” between
human users and Semantic Web search engines.

Second, knowledge encoded in Semantic Web
languages such as the Resource Description
Framework (RDF)? differs from both the largely
unstructured free text found on most Web pages
and the highly structured information found in
databases. Such semistructured information
requires using a combination of techniques for
effective indexing and retrieval. RDE, RDF Schema
(RDEFS),? and the Web Ontology Language (OWL)*
introduce semantic features beyond those used in
ordinary XML, allowing users to define terms (for
example, classes and properties), express relation-
ships among them, and assert constraints and
axioms that hold for well-formed data.

Third, even within a single document, Semantic
Web documents (SWDs) can be a mixture of con-
crete facts, class and property definitions, logic con-
straints, and metadata. Fully understanding the
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document can require substantial reasoning, so
developers must face the design issue of how much
reasoning search engines can do and when they
should do it. This reasoning produces additional
facts, constraints, and metadata that may also need
to be indexed, potentially along with the support-
ing justifications. Conventional search engines do
not try to understand document content because
the task is just too difficult and requires more
research on text understanding.

Finally, the graph structure of a collection of
online SWDs differs significantly from the struc-
ture that emerges from a collection of HTML doc-
uments. This difference influences both the
development of effective strategies for automati-
cally discovering online Semantic Web documents
and the establishment of appropriate metrics for
ranking their importance.

Rather than using one uniform crawling tech-
nique to discover SWDs, Swoogle, a Semantic Web
search engine developed by the eBiquity group at
UMBC,’ employs a fourfold strategy:

* running metasearches on conventional Web
search engines, such as Google, to find candi-
dates;

* using a focused Web crawler to traverse direc-
tories in which SWDs have been found;

* harvesting URLs when processing discovered
SWDs; and

* collecting URLs of SWDs and directories con-
taining SWDs that users have submitted.

To help human users and software agents find
relevant knowledge on the Semantic Web, Swoogle
discovers, indexes, and analyzes the ontologies and
facts that are encoded in SWDs.

THE SEMANTIC WEB FRAMEWORK

The Semantic Web is a framework that allows
computers to publish, share, and reuse data and
knowledge on the Web and across application,
enterprise, and community boundaries. It is a col-
laborative effort led by the World Wide Web
Consortium based on the layered set of standards.
Figure 1 shows a simple Semantic Web document
encoded using the RDF/XML syntax.®

Line 1 declares that this is an XML document.
Lines 2-4 further define the content to be an RDF
document and provide abbreviations for three com-
mon “namespaces” for RDF, OWL, and Friend of
a Friend (FOAF), which define classes and proper-
ties for describing people, their common attributes,
and relations among them. The SWD’s vocabulary

<?xmlversion="1.0"encoding="utf-8"?>

xmins:owl="http://www.w3.0rg/2002/07/owl#"
xmins:foaf="http://xmIns.com/foaf/0.1/">
<foaf:Person>
<foaf:name>LiDing</foaf:name>
<foaf:mbox rdf:resource="mailto:dinglii@umbc.edu'/>

</foaf:Person>
</rdf:RDF>
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—

Figure 1. An example Semantic Web document written in RDF/XML. The document
is available at http://ebiquity.umbc.edu/get/a/resource/134.rdf.

foaf:name

foaf:person

rdf:type foaf:mbox

owl:same As

<rdf:RDFxmIns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"

<owl:sameAsrdf:resource="http://www.csee.umbc.edu/~dingli1/foaf.rdf#dingli'/>

|

mailto:dinglil@umbc.edu

http://www.csee.umbc.edu/~dingli1/foaf.rdf#dingli

Figure 2. The RDF graph of the foaf:Person instance.

consists of literals (“Li Ding” in line 6), URI-based
resources (mailto:dinglil@umbc.edu in line 7), and
anonymous resources (lines 5-9). Users assert state-
ments using RDF triples such as the one in line 6,
which asserts of the anonymous foaf:Person sub-
ject introduced by Line 5 that it has a foaf:name
property with the value “LiDing.”

A higher level of granularity is class-instance,
which is supported by the object-oriented ontology
constructs in RDFS. Figure 2 is an RDF graph
stating that there is an instance of a foaf:Person
having foaf:name “Li Ding,” foaf:mbox mailto:
dinglil@umbc.edu, and this instance is owl:sameAs
another class-instance identified by http://www.csee.
umbc.edu/~dinglil/foaf.rdf#dingli.

The Semantic Web can be thought of as a collec-
tion of loosely federated databases that separates
physical Web storage (realized by online SWDs)
from the logical representation (conveyed by the
RDF graph model). In this view, the Semantic Web
represents a large, universal RDF graph whose
parts are physically serialized by SWDs distributed
across the Web. However, the formal semantics
associated with Semantic Web languages support
generating new facts from existing ones, while con-
ventional databases only enumerate all facts.

SEARCH ENGINE TASKS

Search engines for both the conventional Web
and the Semantic Web involve the same set of high-
level tasks: discovering and revisiting online docu-
ments, processing users’ queries, and ordering
search results. Their details diverge, however, due
to differences in the distribution of SWDs and the
semantics of their content.
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The Semantic Web
(about 10M documents)

Universal RDF graph

Physically hosting knowledge
(about 100 triples per SWD average)
|

RDF document

[ Triples modifying the same subject |

Class-instance

Molecule Finest lossless set of triples

| Atomic knowledge block |

Figure 3. Semantic Web granularity. The granularity levels range from the
universal graph comprising all RDF data on the Web to individual triples and
their constituent resources and literals.

Discovering and revisiting documents

Conventional search engines either scan all pos-
sible IP addresses or employ crawlers to discover
new Web documents. A typical crawler starts from
a set of seed URLs, visits documents, and traverses
the Web by following the hyperlinks found in the
visited documents. The fact that the Web forms a
well-connected graph and that people can manu-
ally submit new URLs make this an effective
process.

A Semantic Web crawler must deal with several
problems. SWDs are needles in the Web’s haystack,
so an exhaustive crawl of the Web is not an effi-
cient approach. Moreover, an SWD graph is not
yet as dense and well-connected as a conventional
Web page graph, so starting with a few seeds is
unlikely to yield many SWDs.

One approach is for a Semantic Web crawler to
use conventional search engines to discover a large
number of potential seed SWDs. These then need to
be validated by a semantic parser. Finally, many of
the URLs found in an SWD point to documents
that are not SWDs, so heuristics to limit and prune
candidate links are beneficial.

For the most part, the issue of how often to revisit
documents to monitor changes is the same for both
the conventional Web and the Semantic Web.
However, modifying an SWD can have far-reaching
effects if class or property definitions used by other
documents are changed. Depending on the nature
and amount of reasoning done when analyzing and
indexing documents, updating an SWD can trigger
significant work for a Semantic Web search engine.

Query processing

A search engine’s core task is processing queries
against the data it has indexed. This can be broken
down into three issues: What should be returned
as query results? Over what data should queries be
run? What constraints can be used in a query? As
Figure 3 shows, the Semantic Web can aggregate
data at several levels of granularity, ranging from
the universal graph of all RDF data on the Web to

Computer

a single RDF triple and the term URIs it comprises.
Unlike the Web, where users usually search knowl-
edge at the document granularity, the Semantic
Web can be queried at various levels of granularity,
including the following:

* RDF database search. At the unified RDF
graph level, the Semantic Web is essentially a
simple database of triples, and search is done
by processing semistructured query languages
like RDQL and SPARQL.

» Semantic Web document search. We often
want to query the Semantic Web to find rele-
vant SWDs. This helps users filter out huge
amounts of irrelevant Semantic Web knowl-
edge and promotes the emergence of consensus
ontologies, which define common terms for
sharing and reusing knowledge. In compari-
son with Web search, the query results are also
document URLSs, but the query constraints are
not simply keywords.

* RDF subgraph search. While RDF triples are
physically grouped by SWDs, they can be also
logically grouped by named graph,” resource
description (that is, a collection of triples with
a common subject), or an RDF molecule.®
Search at this level is a refinement of the above
two searches.

o Semantic Web vocabulary search. At the URI
level, Semantic Web vocabulary terms (that
is, URIrefs) are analogous to words in nat-
ural language. Like dictionary lookup,
searching appropriate terms for a concept is
critical to query composition in all the above
searches.

The metadata for a Semantic Web document
should include metadata about itself (such as doc-
ument URL and last-modified time) and its content
(such as terms being defined or populated and
ontology documents being imported).

Ranking

Google was the first search engine to order its
search results based in part on a Web page’s “pop-
ularity” as computed from the Web’s graph struc-
ture. This idea has turned out to be enormously
useful in practice and is equally applicable to
Semantic Web search engines.

However, Google’s PageRank® algorithm for
ranking Web pages cannot be directly used in the
Semantic Web for several reasons. While all HTML
links are essentially the same, Semantic Web links
come in many varieties, each with semantics that



may affect a ranking algorithm. Moreover, con-
ventional search engines only rank Web pages,
whereas a Semantic Web search engine must rank
SWDs as well as RDF graphs, triples, and terms.
Each admits different ranking models and algo-
rithms.

SWOOGLE SEMANTIC WEB DISCOVERY

Swoogle currently uses Google to find a large
number of initial “seed” documents that are likely
to be SWDs. Other seeds come from user submis-
sions. Since SWDs typically use special file exten-
sions such as .rdf or .owl, Swoogle queries for files
with such extensions. The extensions are dynami-
cally selected (an extension is selected if more than
10 SWDs have used it and it has at least 50 percent
accuracy in classifying SWDs).

Since Google returns at most 1,000 results for
any query, Swoogle takes advantage of its feature
that restricts a search to results from a specified
domain or site. Site queries work because of the
locality hypothesis—a Web site hosting more than
two SWDs is likely to have more.

Swoogle uses the Jena2 parser (www.hpl.hp.com/
semweb/jena2.htm) to validate that the files Google
returns are SWDs. Once it has discovered an SWD,
Swoogle uses a simple focused crawler to explore
the Web environment around it to find more. After
filtering out the non-SWDs from the results,
Swoogle extracts a list of the sites on which the
SWDs were found and uses them as seeds for fur-
ther crawls as well.

Discovery results

In 2002, Andreas Eberhard reported 1,479
SWDs with about 255,000 triples out of nearly 3 x
106 Web pages.'® As of July 2005, Swoogle had
found more than 5 x 105 SWDs with more than 7
x 107 triples. Although this number is far less than
Google’s 8 x 10° Web pages, it represents a non-
trivial collection of Semantic Web data.!!

Figure 4 plots a power law distribution of last-
modified time of SWDs (swd curve), which demon-
strates that the Semantic Web is either experiencing
a rapid growth rate or, at the very least, is being
actively maintained.

The apparent growth in the number of ontology
documents (onto curve) is somewhat biased by the
SWDs using the Inference Web namespaces (for
example, http://inferenceweb.stanford.edu/2004/
07/iw.owl), which are intended to be instance doc-
uments but, unfortunately, include many unneces-
sary class/property definitions. After removing such
documents, the distribution (onto* curve) ends

1,000,000 o

e S\d
100,000 = 0nto
e Onto*
10,000
1,000

"y
100 vd
10 d /

1

7

Number of SWDs last modified by month ¢

\
TCX

Jan. Jan. Jan. Jan. Jan. Jan. Jan. Jan.
95 96 97 98 99 00 01 02

t (month, year)

Jan. Jan.

03

04

Jan.
05

Jan.
06

Figure 4. The number of SWDs and ontologies last modified by month t.

with a much flatter tail. This in part indicates a
trend away from ontology development to popu-
lating and reusing ontologies.

SWOOGLE SEMANTIC WEB SEARCH

Swoogle concentrates on Semantic Web docu-
ment and vocabulary searches, which emphasize
the Web aspects of the Semantic Web. It differs
from an RDF database or RDF subgraph search
in that it maintains compact metadata about doc-
uments and terms without recording all encoun-
tered triples. In addition to the conventional
metadata obtained without semantic parsing,
Swoogle indexes the semantic content of and rela-
tions among SWDs and terms.

To find SWDs, Swoogle supports constraints on
the following metadata:

* Document level metadata. For example, users
can search for SWDs using .rdf as the file
extension.

o Semantic content metadata. For example,
users can search for SWDs using RDF/ XML
as the syntax language. Users can also search
for SWDs intended to be an ontology. This is
supported by an SWD’s ontology ratio—that
is, the fraction of its class-instances being rec-
ognized as classes and properties. Swoogle
considers an SWD to be an ontology docu-
ment (SWO) if its ontology ratio exceeds an
empirical threshold (that is, 0.8);

* Relational metadata. For example, users can
search for SWDs that use the FOAF namespace
or that define instances of the foaf:Person class.

To find Semantic Web vocabulary terms,
Swoogle supports two types of queries:

e Search for terms. For example, the terms for
the concept “actor” can be found by checking
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Table 1. Comparison of OntoRank and PageRank in finding ontology docu-

ments.
Ontologies found Ontologies found  Difference: percent

Term by OntoRank (C1) by PageRank (C2) (C1-C2)/C2
Name 9 6 50.00
Person 10 7 42.86
Title 13 12 8.33
Location 12 6 100.00
Description 11 10 10.00
Date 14 10 40.00
Type 13 11 18.18
Country 9 4 125.00
Address 11 8 37.50
Organization 9 5 80.00
Average 1.1 7.9 40.51

if the local-names of their URIref have the
word “actor” but not “factor.”

* Search for resource description. When look-
ing for a set of attributes that modifies
foaf:Person, users can search Swoogle’s ontol-
ogy dictionary for properties having the class
foaf:Person as their domain. Such domain rela-
tions can be obtained by parsing relevant
ontology documents as well as reverse-engi-
neering the class-instances of foaf:Person.

To our surprise, reverse engineering the foaf:Person
class-instances resulted in more than 500 proper-
ties, whereas parsing relevant ontology documents
returned only 167 findings.

SWOOGLE SEMANTIC WEB RANKING

Google’s success with its PageRank algorithm has
demonstrated the importance of ordering the results
that a query returns. Swoogle uses two custom rank-
ing algorithms—OntoRank and TermRank—to
order a collection of SWDs or terms, respectively.
These algorithms are based on an abstract “surf-
ing” model that captures how an agent might access
Semantic Web knowledge. Navigational paths on
the Semantic Web are defined by RDF triples as well
as by the resource-SWD and SWD-SWD relations.
However, revealing most of these connections
requires a centralized analysis.

Ranking SWDs using OntoRank

Since a Web document is the primary unit of data
access on the Web, Swoogle aggregates navigational
paths to the SWD level and recognizes three gen-
eralized interdocument links.!?

e An extension relation holds between two
SWDs when one defines a term by using terms
defined in another.

e A use-term relation holds between two SWDs
when one uses a term that another defines.

Computer

* An import relation holds when one SWD
imports, directly or transitively, another SWD.

Google’s simple random surfer model is not
appropriate for these paths. For example, an agent
reasoning over the content found in an SWD should
access and process all of the ontologies it imports.
Swoogle’s OntoRank is based on the rational surfer
model, which emulates an agent’s navigation
behavior at the document level. Like the random
surfer model, an agent either jumps to a new ran-
dom SWD with a constant probability or follows a
link in the current SWD to another SWD. However,
it is “rational” in that it follows a link nonuni-
formly and in accord with link semantics: When
encountering an SWD, the rational surfer will (tran-
sitively) import the “official” ontologies that define
the classes and properties the SWD references.

We used a data set containing 330,000 SWDs
(1.5 percent SWOs, 24 percent FOAF documents,
and 60 percent RSS documents) and 200,000 doc-
ument-level relations to compare the effectiveness
of PageRank and OntoRank in finding ontologies.
Ten popular local-names (according to Swoogle’s
statistics) were selected as queries. For each query,
we sorted the results using PageRank and
OntoRank individually and then compared the
number of ontology documents among the top 20
highest ranked results by both PageRank and
OntoRank. Table 1 shows that OntoRank outper-
formed PageRank by an average of 40 percent.

Ranking terms

Swoogle uses TermRank to sort terms by their
popularity. This can be measured by the number of
SWDs using or populating a term. This approach,
however, ignores agents’ rational behavior in
accessing SWDs, so the SWDs’ OntoRank values
modulate the results. Table 2 lists TermRank’s
ordering of the 10 highest ranked classes having
“person” as the local-name. Not surprisingly, the
foaf:Person class is number one. The sixth term is
a common mistyping of the first one, so it has been
populated without being defined. The ninth term
appears in the list by virtue of the high OntoRank
score of the ontology that defines it.

APPLICATIONS

To explore what services a Semantic Web search
engine can provide, we have used Swoogle to sup-
port several applications and use cases. These pro-
jects include helping researchers find ontologies and
data, semantic search over documents representing
proofs, and finding and evaluating semantic asso-



Table 2. Top ten results when searching for classes with “person” in their local-name.

No. of SWDs No. of SWDs

Rank Resource URI populating term No. of instances  defining term
1 http://xmins.com/foaf/0.1/Person 74,589 1,260,759 17
2 http://xmins.com/wordnet/1.6/Person 2,658 785,133 80
3 http://www.aktors.org/ontology/portal#Person 267 3,517 6
4 nsi:Person’ 257 935 1
5 ns2:Person? 277 398 1
6 http://xmins.com/foaf/0.1/Person 217 5,607 0
7 http://www.amico.org/vocab#Person 90 90 1
8 http://www.ontoweb.org/ontology/1#Person 32 522 2
9 ns3:Person? 0 0 1
10 http://description.org/schema/Person 10 10 0

" http://www.w3.0rg/2000/10/swap/pim/contact#
2 http://www.iwi-iuk.org/material/RDF/1.1/Schema/Class/mn#
3 http://ebiquity.umbc.edu/v2.1/ontology/person.owl#

ciations in large graph databases.

In the NSF-supported SPIRE project, a group of
biologists and ecologists is exploring how to use
the Semantic Web to publish, discover, and reuse
models, data, and services.!? Researchers need to
find appropriate ontologies and terms for annotat-
ing their data, and they also need resources for dis-
covering data and services others have published.

With Swoogle’s ontology search interface, users
can search for existing ontology documents that
define terms in which user-supplied keywords are
the substring of their local-name. For example, to
find an ontology for describing temporal relations,
the search might use the keywords “before,”
“after,” and “interval.” Swoogle’s ontology dictio-
nary provides definitions for a given property (or
class). It can assemble and merge definitions from
multiple sources, list terms sharing the same name-
space or the same local-name, and list domain asso-
ciations between classes and properties. Those
associations can either be “ontological” (for exam-
ple, the foaf:knows property is defined as existing
between instances of foaf:person), or “empirical”
(for example, applying the dc:creator property to
an instance of foaf:Person). Judging the ranking or
popularity of terms and ontologies is also relevant.
Community consensus models as reflected in
ontologies tend to be ranked highly, thus searches
use them more often.

Researchers are using Swoogle in conjunction with
the Inference Web (IW),* which explicitly represents
proofs using Proof Markup Language (PML)," an
OWL ontology. One IW component, IWSearch
(http://iw4.stanford.edu/iwsearch/IWSearch), uses
Swoogle document search (searching SWDs using
IW namespaces) to discover newly published or
updated PML documents on the Web and itself is
powered by a specialized instance of Swoogle to
index and search instances found in a corpus of more
than 50,000 PML documents. Indexing the conclu-

sion part of a proof NodeSet instance can lead to the
discovery of additional NodeSets sharing the same
conclusion as the one from the given justification tree,
thus helping to expand the justification tree with
additional proofs.

SEMDIS, an NSF project jointly conducted with
researchers at the University of Georgia is also
using Swoogle. This project is automating the dis-
covery, merging, and evaluation of complex seman-
tic associations in RDF data drawn from a variety
of information sources. SEMDIS augments infor-
mation collected from the Semantic Web with addi-
tional data extracted from text documents and
databases.'® The result, encoded as a large RDF
graph along with provenance assertions and trust
information, is processed to discover and evaluate
“Interesting” semantic associations.'” SEMDIS con-
ducts two kinds of Semantic Web searches:

* searching for a semantic association (con-
nected subgraph) in the large-scale RDF graph,
and

* searching SWDs that (partially) support a
given semantic association.

The first kind of search finds paths between two
nodes in a graph, a common issue in RDF data-
bases. The second is a provenance search to find a
set of SWDs that (partially) imply a hypothesized
semantic association. Researchers have prototyped
this type of search as an RDF molecule-based
approach at the RDF subgraph search level.®

have become a critical component of its infra-
structure, and there is an increasing need for
search engines that can efficiently handle Semantic
Web content. While we cannot be sure what form
this content will take in the future, the current stan-

A s the Web has grown in size, search engines
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dard is based on Semantic Web documents. We con-
tinue to use Swoogle to study the growth and char-
acteristics of the Semantic Web and the use of RDF
and OWL. We are also developing new features and
capabilities and exploring how it can be used in
novel applications. Many open issues remain.

One set of open problems involves scale.
Techniques that work today with 5 x 106 docu-
ments may fail when the Semantic Web has 5 x 108
documents. Extending Swoogle to index and effec-
tively query large amounts of instance data remains
a challenge. We estimate that the SWDs currently
on the Web contain more than 5 x 108 triples, a
number that neither current relational databases
nor custom triple stores can handle efficiently.

Some of these problems could potentially be
solved by moving away from the conventional data-
base technology we are using and creating custom-
designed index stores and distributed systems—
analogous to what Google has done for conventional
Web searches. It remains to be seen, however, if that
alone would suffice. We are also interested in devel-
oping a query system that can be used to find RDF
molecules in a reasonably efficient manner.®

We also need to explore how much and where a
Semantic Web search engine should reason over the
contents of documents and queries. In an earlier
system,'® we experimented with expanding docu-
ments using reasoning prior to indexing. A com-
plementary approach is to expand queries con-
taining RDF terms."” This is related in part to the
problem of scale—the larger the collection be-
comes, the less efficient it is to reason over it.

Other issues involve trust and the use of local
knowledge that is not part of the Semantic Web.
Information encoded in RDF is now being embed-
ded in other documents, such as PDF and XHTML
documents, JPEG images, and Excel spreadsheets.
When techniques for such embedding become stan-
dard, we expect the growth of Semantic Web con-
tent on the Web to accelerate dramatically. This will
add a new requirement for hybrid information
retrieval systems that can index documents based
on words as well as RDF content. More informa-
tion about these issues, as well as Swoogle, can be
found in a companion technical report.?’

References

1. T. Berners-Lee, J. Hendler, and O. Lassila, “The
Semantic Web,” Scientific American, May 2001, pp.
35-43.

2. G. Klyne and ].J. Carroll, Resource Description
Framework (RDF): Concepts and Abstract Syntax,

Computer

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

. D. Beckett,

Feb. 2004; http://www.w3.0org/TR/2004/REC-rdf-
concepts-20040210/.

. D. Brickley and R.V. Guha, RDF Vocabulary

Description Language 1.0: RDF Schema, Feb. 2004;
http://www.w3.0rg/TR/2004/REC-rdf-schema-
20040210/.

. M. Dean and G. Schreiber, OWL Web Ontology

Language Reference, Feb. 2004; http://www.w3.org/
TR/2004/REC-owl-ref-20040210/.

. L. Ding et al., “Swoogle: A Search and Metadata

Engine for the Semantic Web,” Proc. 13th ACM
Conf. Information and Knowledge Management,
ACM Press, 2004, pp. 652-659.

RDF/XML Syntax Specification
(Revised), Feb. 2004; http://www.w3.0rg/TR/2004/
REC-rdf-syntax-grammar-20040210/.

. J.J. Carroll et al., Named Graphs, Provenance, and

Trust, tech. report HPL-2004-57, HP Lab, May 2004.

. L. Ding et al., Tracking RDF Graph Provenance

Using RDF Molecules, tech. report TR-CS-05-06,
UMBC, Apr. 2005.

. L. Page et al., The PageRank Citation Ranking:

Bringing Order to the Web, tech. report, Stanford
Digital Library Technologies Project, 1998.

A. Eberhart, Survey of RDF Data on the Web, tech.
report, Int’l Univ. in Germany, 2002.

Y. Guo, Z. Pan, and ]. Heflin, “An Evaluation of
Knowledge Base Systems for Large OWL Datasets,”
Proc. Int’l Semantic Web Conf., Springer, 2004, pp.
274-288.

L. Ding et al., “Finding and Ranking Knowledge on
the Semantic Web,” Proc. Int’l Semantic Web Conf.
(ISWC), Springer, 2005, to appear.

T. Finin and J. Sachs, “Will the Semantic Web Change
Science?” Science Next Wave, Sept. 2004; http://
nextwave.sciencemag.org.

P. Pinheiro da Silva, D.L. McGuinness, and R.
McCool, “Knowledge Provenance Infrastructure,”
Data Eng. Bull., vol. 26, no. 4, 2003, pp. 26-32.

P. Pinheiro da Silva, D.L. McGuinness, and R. Fikes,
A Proof Markup Language for Semantic Web Ser-
vices, tech. report KSL04-01, Stanford Univ., 2004.
B. Aleman-Meza et al., “Context-Aware Semantic
Association Ranking,” Proc. 1st Int’l Workshop
Semantic Web and Databases, 2003, pp. 33-50.

A. Sheth et al., “Semantic Association Identification
and Knowledge Discovery for National Security
Applications,” J. Database Management, vol. 16, no.
1,2005, pp. 33-53.

T. Finin et al., “Information Retrieval and the Seman-
tic Web,” Proc. 38th Int’l Conf. System Sciences,
IEEE CS Press, 2005, p. 113.

E.M. Voorhees, “Query Expansion Using Lexical-
Semantic Relations,” Proc. 17th Int’l Conf. Research



and Development in Information Retrieval (SIGIR
94), Springer-Verlag, 1994, pp. 61-69.

20. L. Ding et al., Swoogle Semantic Web Search, tech.
report TR-CS-05-09, UMBC, Sept. 2005.

Li Ding is a PhD student in computer science and
electrical engineering at the University of Mary-
land, Baltimore County. His research interests
include the Semantic Web, intelligent agents, and
data mining. He is a member of the American Asso-
ciation of Artificial Intelligence. Contact him at
ding.li@umbc.edu.

Tim Finin is a professor of computer science and
electrical engineering at the University of Mary-
land, Baltimore County. His research interests
include applications of artificial intelligence to
problems in information systems, software agents,
the Semantic Web, and mobile computing. He
received a PhD in computer science from the Uni-
versity of lllinois, Urbana-Champaign. He is a
member of the American Association of Artificial
Intelligence and the ACM. Contact him at finin@
umbc.edu.

Anupam Joshi is a professor of computer science
and electrical engineering at the University of
Maryland, Baltimore County. His research inter-
ests include mobile and pervasive computing, the
Semantic Web, and security. He received a PhD in
computer science from Purdue University. He is a
member of the IEEE, the IEEE Computer Society,
and the ACM. Contact him at joshi@umbc.edu.

Rong Pan is a PhD student in computer science and
electrical engineering at the University of Mary-
land, Baltimore County. His research interests
include probabilistic reasoning, the Semantic Web,
and information retrieval. He is a member of the
American Association of Artificial Intelligence.
Contact him at pan.rong@umbc.edu.

Yun Peng is an associate professor of computer sci-
ence and electrical engineering at the University of
Maryland, Baltimore County. His research inter-
ests include the representation of and reasoning
with uncertainty in intelligent systems, machine
learning, and the Semantic Web. He received a PhD
in computer science from the University of Mary-

land, College Park. He is a member of the Ameri-
can Association of Artificial Intelligence and the
International Neural Network Society. Contact
him at ypeng@umbc.edu.

Pavan Reddivari is an MS student in computer sci-
ence and electrical engineering at the University of
Maryland, Baltimore County. His research inter-
ests include the Semantic Web, pervasive comput-
ing, and intelligent agents. He is a member of the
American Association of Artificial Intelligence.
Contact him at pavan2@umbc.edu.

STUDENT
LERDERS

Lance Stafford Larson Student Scholarship

best paper contest
*

Upsilon Pi Epsilon/IEEE Computer Society Award

for Academic Excellence

Each carries a $500 cash award.

SCHOLARSHIP
MONEY FOR

Application deadline: 31 October

IEEE ‘2@

COMPUTER
SOCIETY

Investing in Students

www.computer.org/students/

October 2005





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for high quality pre-press printing. The PDF documents can be opened with Acrobat and Reader 5.0 and later. These settings require font embedding.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308030d730ea30d730ec30b9537052377528306e00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /FRA <FEFF004f007000740069006f006e007300200070006f0075007200200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020005500740069006c006900730065007a0020004100630072006f0062006100740020006f00750020005200650061006400650072002c002000760065007200730069006f006e00200035002e00300020006f007500200075006c007400e9007200690065007500720065002c00200070006f007500720020006c006500730020006f00750076007200690072002e0020004c00270069006e0063006f00720070006f0072006100740069006f006e002000640065007300200070006f006c0069006300650073002000650073007400200072006500710075006900730065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e00650020007100750061006c00690074006100740069007600200068006f006300680077006500720074006900670065002000410075007300670061006200650020006600fc0072002000640069006500200044007200750063006b0076006f0072007300740075006600650020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e00200042006500690020006400690065007300650072002000450069006e007300740065006c006c0075006e00670020006900730074002000650069006e00650020005300630068007200690066007400650069006e00620065007400740075006e00670020006500720066006f0072006400650072006c006900630068002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e00200045007300740061007300200063006f006e00660069006700750072006100e700f50065007300200072006500710075006500720065006d00200069006e0063006f00720070006f0072006100e700e3006f00200064006500200066006f006e00740065002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e0067002000740069006c0020007000720065002d00700072006500730073002d007500640073006b007200690076006e0069006e0067002000690020006800f8006a0020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e00200044006900730073006500200069006e0064007300740069006c006c0069006e0067006500720020006b007200e600760065007200200069006e0074006500670072006500720069006e006700200061006600200073006b007200690066007400740079007000650072002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f00670065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000610066006400720075006b006b0065006e0020006d0065007400200068006f006700650020006b00770061006c0069007400650069007400200069006e002000650065006e002000700072006500700072006500730073002d006f006d0067006500760069006e0067002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e002000420069006a002000640065007a006500200069006e007300740065006c006c0069006e00670020006d006f006500740065006e00200066006f006e007400730020007a0069006a006e00200069006e006700650073006c006f00740065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200071007500650020007000650072006d006900740061006e0020006f006200740065006e0065007200200063006f007000690061007300200064006500200070007200650069006d0070007200650073006900f3006e0020006400650020006d00610079006f0072002000630061006c0069006400610064002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e0020004500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007200650071007500690065007200650020006c006100200069006e0063007200750073007400610063006900f3006e0020006400650020006600750065006e007400650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e0020004e00e4006d00e4002000610073006500740075006b0073006500740020006500640065006c006c00790074007400e4007600e4007400200066006f006e0074007400690065006e002000750070006f00740075007300740061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007000720065007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e002000510075006500730074006500200069006d0070006f007300740061007a0069006f006e006900200072006900630068006900650064006f006e006f0020006c002700750073006f00200064006900200066006f006e007400200069006e0063006f00720070006f0072006100740069002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006800f800790020007500740073006b00720069006600740073006b00760061006c00690074006500740020006600f800720020007400720079006b006b002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e00200044006900730073006500200069006e006e007300740069006c006c0069006e00670065006e00650020006b0072006500760065007200200073006b00720069006600740069006e006e00620079006700670069006e0067002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006600f60072002000700072006500700072006500730073007500740073006b0072006900660074006500720020006100760020006800f600670020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e00200044006500730073006100200069006e0073007400e4006c006c006e0069006e0067006100720020006b007200e400760065007200200069006e006b006c00750064006500720069006e00670020006100760020007400650063006b0065006e0073006e006900740074002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


