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ABSTRACTThis paper desribes two tehniques that improve through-put in an ad ho network in the presene of nodes that agreeto forward pakets but fail to do so. To mitigate this prob-lem, we propose ategorizing nodes based upon their dynam-ially measured behavior. We use a wathdog that identi�esmisbehaving nodes and a pathrater that helps routing pro-tools avoid these nodes. Through simulation we evaluatewathdog and pathrater using paket throughput, perent-age of overhead (routing) transmissions, and the auray ofmisbehaving node detetion. When used together in a net-work with moderate mobility, the two tehniques inreasethroughput by 17% in the presene of 40% misbehavingnodes, while inreasing the perentage of overhead transmis-sions from the standard routing protool's 9% to 17%. Dur-ing extreme mobility, wathdog and pathrater an inreasenetwork throughput by 27%, while inreasing the overheadtransmissions from the standard routing protool's 12% to24%.
1. INTRODUCTIONThere will be tremendous growth over the next deade in theuse of wireless ommuniation, from satellite transmissioninto many homes to wireless personal area networks. As theost of wireless aess drops, wireless ommuniations ouldreplae wired in many settings. One advantage of wirelessis the ability to transmit data among users in a ommonarea while remaining mobile. However, the distane betweenpartiipants is limited by the range of transmitters or theirproximity to wireless aess points. Ad ho wireless networksmitigate this problem by allowing out of range nodes to routedata through intermediate nodes.

Ad ho networks have a wide array of military and ommer-ial appliations. Ad ho networks are ideal in situationswhere installing an infrastruture is not possible beause theinfrastruture is too expensive or too vulnerable, the networkis too transient, or the infrastruture was destroyed. For ex-ample, nodes may be spread over too large an area for onebase station and a seond base station may be too expensive.An example of a vulnerable infrastruture is a military basestation on a battle�eld. Networks for wilderness expeditionsand onferenes may be transient if they exist for only ashort period of time before dispersing or moving. Finally, ifnetwork infrastruture has been destroyed due to a disaster,an ad ho wireless network ould be used to oordinate reliefe�orts. Sine DARPA's PRNET [13℄, the area of routing inad ho networks has been an open researh topi.Ad ho networks maximize total network throughput by us-ing all available nodes for routing and forwarding. There-fore, the more nodes that partiipate in paket routing, thegreater the aggregate bandwidth, the shorter the possiblerouting paths, and the smaller the possibility of a networkpartition. However, a node may misbehave by agreeing toforward pakets and then failing to do so, beause it is over-loaded, sel�sh, maliious, or broken. An overloaded nodelaks the CPU yles, bu�er spae or available network band-width to forward pakets. A sel�sh node is unwilling tospend battery life, CPU yles, or available network band-width to forward pakets not of diret interest to it, eventhough it expets others to forward pakets on its behalf. Amaliious node launhes a denial of servie attak by drop-ping pakets. A broken node might have a software faultthat prevents it from forwarding pakets.Misbehaving nodes an be a signi�ant problem. Our sim-ulations show that if 10%-40% of the nodes in the networkmisbehave, then the average throughput degrades by 16%-32%. However, the worst ase throughput experiened byany one node may be worse than the average, beause nodesthat try to route through a misbehaving node experienehigh loss while other nodes experiene no loss. Thus, even afew misbehaving nodes an have a severe impat.



One solution to misbehaving nodes is to forward pakets onlythrough nodes that share an a priori trust relationship. Apriori trust relationships are based on pre-existing relation-ships built outside of the ontext of the network (e.g. friend-ships, ompanies, and armies). The problems with relyingon a priori trust-based forwarding are that 1) it requireskey distribution, 2) trusted nodes may still be overloaded,3) trusted nodes may still be broken, 4) trusted nodes may beompromised, and 5) untrusted nodes may be well behaved.It may not be possible to exhange keys used to authen-tiate trusted nodes outside of the ad ho network beforethe onferene or disaster that requires an ad ho network.If keys are not distributed ahead of time, then enforing apriori trust-based forwarding requires a seure hannel forkey exhanges within the ad ho network for authentiation.Even if keys an be exhanged, a trusted node's seuritymay be ompromised, or a trusted node may be overloadedor broken as mentioned above. Finally, although relying on apriori trust-based forwarding redues the number of misbe-having nodes, it also exludes untrusted well behaved nodeswhose presene ould improve ad ho network performane.Another solution to misbehaving nodes is to attempt toforstall or isolate these nodes from within the atual routingprotool for the network. However, this would add signi�-ant omplexity to protools whose behavior must be verywell de�ned. In fat, urrent versions of mature ad ho rout-ing algorithms, inluding DSR [12℄, AODV [7℄, TORA [5℄,DSDV [19℄, STAR [9℄, and others [16℄ only detet if thereeiver's network interfae is aepting pakets, but theyotherwise assume that routing nodes do not misbehave. Al-though trusting all nodes to be well behaved inreases thenumber of nodes available for routing, it also admits misbe-having nodes to the network.In this paper we explore a di�erent approah, and install ex-tra failities in the network to to detet and mitigate rout-ing misbehavior. In this way, we an make only minimalhanges to the underlying routing algorithm. We introduetwo extensions to the Dynami Soure Routing algorithm(DSR) [12℄ to mitigate the e�ets of routing misbehavior:the wathdog and the pathrater. The wathdog identi�es mis-behaving nodes, while the pathrater avoids routing paketsthrough these nodes. When a node forwards a paket, thenode's wathdog veri�es that the next node in the path alsoforwards the paket. The wathdog does this by listeningpromisuously to the next node's transmissions. If the nextnode does not forward the paket, then it is misbehaving.The pathrater uses this knowledge of misbehaving nodes tohoose the network path that is most likely to deliver pak-ets.Using the ns network simulator [8℄, we show that the twotehniques inrease throughput by 17% in the presene ofup to 40% misbehaving nodes during moderate mobility,while inreasing the ratio of overhead transmissions to datatransmissions from the standard routing protool's 9% to

17%. During extreme mobility, wathdog and pathrater aninrease network throughput by 27%, while inreasing theperentage of overhead transmissions from 12% to 24%. Wedesribe mehanisms to redue this overhead in Setion 6.The remainder of this paper is organized as follows. Setion 2spei�es our assumptions about ad ho networks and givesbakground information about DSR. Setion 3 desribes thewathdog and pathrater extensions. Setion 4 desribes themethodology we use in our simulations and the metris weuse to evaluate the results. We present these results in Se-tion 5. Setions 6 and 7 present related work and futurework, respetively. Finally, Setion 8 onludes the paper.
2. ASSUMPTIONS AND BACKGROUNDThis setion outlines the assumptions we make regardingthe properties of the physial and network layers of ad honetworks and inludes a brief desription of DSR, the routingprotool we use.
2.1 DefinitionsWe use the term neighbor to refer to a node that is withinwireless transmission range of another node. Likewise, neigh-borhood refers to all the nodes that are within wireless trans-mission range of a node.
2.2 Physical Layer CharacteristicsThroughout this paper we assume bidiretional ommuni-ation symmetry on every link between nodes. This meansthat if a node B is apable of reeiving a message from anode A at time t, then node A ould instead have reeiveda message from node B at time t. This assumption is oftenvalid, sine many wireless MAC layer protools, inludingIEEE 802.11 and MACAW [2℄, require bidiretional ommu-niation for reliable transmission. The wathdog mehanismrelies on bidiretional links.In addition, we assume wireless interfaes that support promis-uous mode operation. Promisuous mode means that if anode A is within range of a node B, it an overhear om-muniations to and from B even if those ommuniationsdo not diretly involve A. Luent Tehnologies' WaveLANinterfaes have this apability. While promisuous mode isnot appropriate for all ad ho network senarios (partiu-larly some military senarios) it is useful in other senariosfor improving routing protool performane [12℄.
2.3 Dynamic Source Routing (DSR)DSR is an on-demand, soure routing protool. Every pakethas a route path onsisting of the addresses of nodes thathave agreed to partiipate in routing the paket. The pro-tool is referred to as �on-demand� beause route paths aredisovered at the time a soure sends a paket to a destina-tion for whih the soure has no path.We divide DSR into two main funtions: route disovery
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()Figure 1: Example of a route request. (a) NodeS sends out a route request paket to �nd a pathto node D. (b) The route request is forwardedthroughout the network, eah node adding its ad-dress to the paket. () D then sends bak a routereply to S using the path ontained in one of theroute request paket that reahed it. The thiklines represent the path the route reply takes bakto the sender.

S A B C DFigure 2: When B forwards a paket from S towardD through C, A an overhear B's transmission andan verify that B has attempted to pass the paketto C. The solid line represents the intended diretionof the paket sent by B to C, while the dashed lineindiates that A is within transmission range of Band an overhear the paket transfer.and route maintenane. Figure 1 illustrates route disovery.Node S (the soure) wishes to ommuniate with node D (thedestination) but does not know any paths to D. S initiates aroute disovery by broadasting a route request paket toits neighbors that ontains the destination address D. Theneighbors in turn append their own addresses to the routerequest paket and rebroadast it. This proess ontinuesuntil a route request paket reahes D. D must now sendbak a route reply paket to inform S of the disovered route.Sine the route request paket that reahes D ontains apath from S to D, D may hoose to use the reverse path tosend bak the reply (bidiretional links are required here)or to initiate a new route disovery bak to S. Sine therean be many routes from a soure to a destination, a souremay reeive multiple route replies from a destination. DSRahes these routes in a route ahe for future use.The seond main funtion in DSR is route maintenane,whih handles link breaks. A link break ours when twonodes on a path are no longer in transmission range. If anintermediate node detets a link break when forwarding apaket to the next node in the route path, it sends bak amessage to the soure notifying it of that link break. Thesoure must try another path or do a route disovery if itdoes not have another path.
3. WATCHDOG AND PATHRATERIn this setion we present the wathdog and the pathrater� tools for deteting and mitigating routing misbehavior.We also desribe the limitations of these methods. Thoughwe implement these tools on top of DSR, some of our on-epts an be generalized to other soure routing protools.We note those onepts that an be generalized during ourdesriptions of the tehniques.
3.1 WatchdogThe wathdog method detets misbehaving nodes. Figure 2illustrates how the wathdog works. Suppose there existsa path from node S to D through intermediate nodes A, B,and C. Node A annot transmit all the way to node C, but itan listen in on node B's tra�. Thus, when A transmits apaket for B to forward to C, A an often tell if B transmitsthe paket. If enryption is not performed separately foreah link, whih an be expensive, then A an also tell if Bhas tampered with the payload or the header.



S A B C D
2 1 1Figure 3: Node A does not hear B forward paket1 to C, beause B's transmission ollides at A withpaket 2 from the soure S.

S A B C D
1 21Figure 4: Node A believes that B has forwardedpaket 1 on to C, though C never reeived the paketdue to a ollision with paket 2.We implement the wathdog by maintaining a bu�er of re-ently sent pakets and omparing eah overheard paketwith the paket in the bu�er to see if there is a math. Ifso, the paket in the bu�er is removed and forgotten by thewathdog, sine it has been forwarded on. If a paket hasremained in the bu�er for longer than a ertain timeout, thewathdog inrements a failure tally for the node responsiblefor forwarding on the paket. If the tally exeeds a ertainthreshold bandwidth, it determines that the node is misbe-having and sends a message to the soure notifying it of themisbehaving node.The wathdog tehnique has advantages and weaknesses.DSR with the wathdog has the advantage that it an de-tet misbehavior at the forwarding level and not just the linklevel. Wathdog's weaknesses are that it might not detet amisbehaving node in the presene of 1) ambiguous ollisions,2) reeiver ollisions, 3) limited transmission power, 4) falsemisbehavior, 5) ollusion, and 6) partial dropping.The ambiguous ollision problem prevents A from overhear-ing transmissions from B. As Figure 3 illustrates, a paketollision an our at A while it is listening for B to forwardon a paket. A does not know if the ollision was ausedby B forwarding on a paket as it should or if B never for-warded the paket and the ollision was aused by othernodes in A's neighborhood. Beause of this unertainty, Ashould not immediately ause B of misbehaving, but shouldinstead ontinue to wath B over a period of time. If A re-peatedly fails to detet B forwarding on pakets, then A anassume that B is misbehaving.In the reeiver ollision problem, node A an only tell whetherB sends the paket to C, but it annot tell if C reeives it(Figure 4). If a ollision ours at C when B �rst forwardsthe paket, A only sees B forwarding the paket and as-sumes that C suessfully reeives it. Thus, B ould skip re-transmitting the paket and leave A none the wiser. B ouldalso purposefully ause the transmitted paket to ollide atC by waiting until C is transmitting and then forwarding onthe paket. In the �rst ase, a node ould be sel�sh and notwant to waste power with retransmissions. In the latter ase,

the only reason B would have for taking the ations that itdoes is beause it is maliious. B wastes battery power andCPU time, so it is not sel�sh. An overloaded node would notengage in this behavior either, sine it wastes badly neededCPU time and bandwidth. Thus, this seond ase should bea rare ourrene.Another problem an our when nodes falsely report othernodes as misbehaving. A maliious node ould attempt topartition the network by laiming that some nodes followingit in the path are misbehaving. For instane, node A ouldreport that node B is not forwarding pakets when in fat itis. This will ause S to mark B as misbehaving when A isthe ulprit. This behavior, however, will be deteted. SineA is passing messages on to B (as veri�ed by S), then anyaknowledgements from D to S will go through A to S, and Swill wonder why it reeives replies from D when supposedlyB dropped pakets in the forward diretion. In addition, ifA drops aknowledgements to hide them from S, then nodeB will detet this misbehavior and will report it to D.Another problem is that a misbehaving node that an on-trol its transmission power an irumvent the wathdog. Anode ould limit its transmission power suh that the signalis strong enough to be overheard by the previous node buttoo weak to be reeived by the true reipient. This wouldrequire that the misbehaving node know the transmissionpower required to reah eah of its neighboring nodes. Onlya node with maliious intent would behave in this manner� sel�sh nodes have nothing to gain sine battery power iswasted and overloaded nodes would not relieve any onges-tion by doing this.Multiple nodes in ollusion an mount a more sophistiatedattak. For example, B and C from Figure 2 ould olludeto ause mishief. In this ase, B forwards a paket to Cbut does not report to A when C drops the paket. Be-ause of this limitation, it may be neessary to disallow twoonseutive untrusted nodes in a routing path. In this pa-per, we only deal with the possibility of nodes ating alone.The harder problem of olluding nodes is being studied byJohnson at CMU [13℄.Finally, a node an irumvent the wathdog by droppingpakets at a lower rate than the wathdog's on�gured min-imum misbehavior threshold. Although the wathdog willnot detet this node as misbehaving, this node is fored toforward at the threshold bandwidth. In this way the wath-dog serves to enfore this minimum bandwidth.The wathdog mehanism ould be used to some degree todetet replay attaks but would require maintaining a greatdeal of state information at eah node as it monitors itsneighbors to ensure that they do not retransmit a paket thatthey have already forwarded. Also, if a ollision has takenplae at the reeiving node, it would be neesary and orretfor a node to retransmit a paket, whih may appear as a



replay attak to the node ating as its wathdog. Therefore,deteting replay attaks would neither be an e�ient nor ane�etive use of the wathdog mehanism.For the wathdog to work properly, it must know where apaket should be in two hops. In our implementation, thewathdog has this information beause DSR is a soure rout-ing protool. If the wathdog does not have this information(for instane if it were implemented on top of a hop-by-hoprouting protool), then a maliious or broken node ouldbroadast the paket to a non-existant node and the wath-dog would have no way of knowing. Beause of this limi-tation, the wathdog works best on top of a soure routingprotool.
3.2 PathraterThe pathrater, run by eah node in the network, ombinesknowledge of misbehaving nodes with link reliability data topik the route most likely to be reliable. Eah node main-tains a rating for every other node it knows about in thenetwork. It alulates a path metri by averaging the noderatings in the path. We hoose this metri beause it givesa omparison of the overall reliability of di�erent paths andallows pathrater to emulate the shortest length path algo-rithm when no reliability information has been olleted, asexplained below. If there are multiple paths to the samedestination, we hoose the path with the highest metri.Note that this di�ers from standard DSR, whih hoosesthe shortest path in the route ahe. Further note that sinethe pathrater depends on knowing the exat path a pakethas traversed, it must be implemented on top of a sourerouting protool.The pathrater assigns ratings to nodes aording to the fol-lowing algorithm. When a node in the network beomesknown to the pathrater (through route disovery), the path-rater assigns it a �neutral� rating of 0.5. A node always ratesitself with a 1.0. This ensures that when alulating pathrates, if all other nodes are neutral nodes (rather than sus-peted misbehaving nodes), the pathrater piks the shortestlength path. The pathrater inrements the ratings of nodeson all atively used paths by 0.01 at periodi intervals of200 ms. An atively used path is one on whih the nodehas sent a paket within the previous rate inrement inter-val. The maximum value a neutral node an attain is 0.8.We derement a node's rating by 0.05 when we detet a linkbreak during paket forwarding and the node beomes un-reahable. The lower bound rating of a �neutral� node is 0.0.The pathrater does not modify the ratings of nodes that arenot urrently in ative use.We assign a speial highly negative value, �100 in the simu-lations, to nodes suspeted of misbehaving by the wathdogmehanism. When the pathrater alulates the path met-ri, negative path values indiate the existene of one ormore suspeted misbehaving nodes in the path. If a node ismarked as misbehaving due to a temporary malfuntion or

inorret ausation it would be preferrable if it were not per-manently exluded from routing. Therefore nodes that havenegative ratings should have their ratings slowly inreasedor set bak to a non-negative value after a long timeout.This is not implemented in our simulations sine the ur-rent simulation period is too short to reset a misbehavingnode's rating. Setion 5.3 disusses the e�et on throughputof ausing well-behaving nodes.When the pathrater learns that a node on a path that is inuse misbehaves, and it annot �nd a path free of misbehavingnodes, it sends out a route request if we have enabled anextension we all Send Route Request (SRR).
4. METHODOLOGYIn this setion we desribe our simulator, simulation param-eters, and measured metris.We use a version of Berkeley's Network Simulator (ns) [8℄that inludes wireless extensions made by the CMUMonarhprojet. We also use a visualization tool from CMU alledad-hokey [25℄ to view the results of our simulations anddetet overall trends in the network. To exeute the simu-lations, we use PCs (450 or 500 MHz Pentium IIIs with atleast 128 MB of RAM) running Red Hat Linux 6.1.Our simulations take plae in a 670 by 670 meter �at spae�lled with a sattering of 50 wireless nodes. The physiallayer and the 802.11 MAC layer we use are inluded in theCMU wireless extensions to ns[3℄.
4.1 Movement and Communication PatternsThe nodes ommuniate using 10 onstant bit rate (CBR)node-to-node onnetions. Four nodes are soures for twoonnetions eah, and two nodes are soures for one onne-tion eah. Eight of the �ow destinations reeive only one�ow and the ninth destination reeives two �ows. The om-muniation pattern we use was developed by CMU [3℄.In all of our node movement senarios, the nodes hoosea destination and move in a straight line towards the des-tination at a speed uniformly distributed between 0 me-ters/seond (m/s) and some maximum speed. This is alledthe random waypoint model [3℄. We limit the maximumspeed of a node to 20 m/s (10 m/s on average) and we setthe run-time of the simulations to 200 seonds. One thenode reahes its destination, it waits for the pause time be-fore hoosing a random destination and repeating the pro-ess. We use pause times of 0 and 60 seonds. In additionwe use two di�erent variations of the initial node plaementand movement patterns. By ombining the two pause timeswith two movement patterns, we obtain four di�erent mo-bility senarios.
4.2 Misbehaving NodesOf the 50 nodes in the simulated network, some variable per-entage of the nodes misbehave. In our simulations, a mis-



behaving node is one that agrees to partiipate in forwardingpakets (it appends its address into route request pak-ets) but then indisriminately drops all data pakets thatare routed through it.We vary the perentage of the network omprised of misbe-having nodes from 0% to 40% in 5% inrements. While anetwork with 40% misbehaving nodes may seem unrealisti,it is interesting to study the behavior of the algorithms in amore hostile environment than we hope to enounter in reallife. We use Tl's [17℄ built-in pseudo-random number gen-erator to designate misbehaving nodes randomly. We usethe same seed aross the 0% to 40% variation of the mis-behaving nodes parameter, whih means that the group ofmisbehaving nodes in the 10% ase is a superset of the groupof misbehaving nodes in the 5% ase. This ensures that theobstales present in lower perentage misbehaving node runsare also present in higher perentage misbehaving node runs.
4.3 MetricsWe evaluate our extensions using the following three metris:� Throughput: This is the perentage of sent data pak-ets atually reeived by the intended destinations.� Overhead: This is the ratio of routing-related trans-missions (route request, route reply, route er-ror, and wathdog) to data transmissions in a simu-lation. A transmission is one node either sending orforwarding a paket. For example, one paket beingforwarded aross 10 nodes would ount as 10 trans-missions. We ount transmissions instead of paketsbeause we want to ompare routing-related transmis-sions to data transmissions, but some routing paketsare more expensive to the network than other pakets:route request pakets are broadast to all neighborswhih in turn broadast to all of their neighbors, aus-ing a tree of paket transmissions. Uniast route re-ply, route error, wathdog, and data pakets onlytravel along a single path.� E�ets of wathdog false positives on network through-put. False positives our when the wathdog meha-nism reports that a node is misbehaving when in fatit is not, for reasons disussed in Setion 3. We studythe impat of this on throughput.
5. SIMULATION RESULTSIn this setion we present the results of our simulations.We fous on three metris of evaluation: network through-put, routing overhead, and the e�ets of false positives onthroughput.We test the utility of various ombinations of our exten-sions: wathdog (WD), pathrater (PR), and send (extra)route request (SRR). We use the SRR extension to �nd new

Maximum Minimum0 seond pause time 88.6% 75.2%60 seond pause time 95.0% 73.9%Table 1: Maximum and minimum network through-put obtained by any simulation at 40% misbehavingnodes with all features enabled.paths when all known paths inlude a suspeted misbehav-ing node. Eah of the following setions inludes two graphsof simulation results for two separate pause times. The �rstgraph is for a pause time of 0 (the nodes are in onstant mo-tion) and the seond is for a pause time of 60 seonds beforeand in between node movement. We simulate two di�erentnode mobility patterns using four di�erent pseudo-randomnumber generator seeds. The seeds determine whih nodesmisbehave. We plot the average of the eight simulations.
5.1 Network ThroughputWe graph four urves for network throughput: everythingenabled, wathdog and pathrater enabled, only pathraterenabled, and everything disabled. We hoose to graph botheverything enabled and everything enabled exept SRR, be-ause we want to isolate performane gains or problemsaused by extra route requests. Sine the pathrater is notstritly a tool to be used for irumventing misbehavingnodes, we hoose to inlude the graph where only pathrateris enabled to determine if it inreases network throughputwithout any knowledge of suspeted misbehaving nodes. Wedo not graph wathdog and SRR ativated without pathrater,sine without pathrater the information about misbehavingnodes would not be used for routing deisions.Figure 5 shows the total network throughput, alulated asthe fration of data pakets generated that are reeived, ver-sus the fration of misbehaving nodes in the network forthe ombinations of extensions. In the ase where the net-work ontains no misbehaving nodes, all four urves ahievearound 95% throughput. After the 0% misbehaving nodease, the graphs diverge.As expeted, the simulations with all three extensions ativeperform the best by a onsiderable margin as misbehavingnodes are added to the network. The mehanisms inreasethe throughput by up to 27% ompared to the basi pro-tool, maintaining a throughput greater than 80% for bothpause times, even with 40% misbehaving nodes. Table 1lists the maximum and minumum throuput ahieved in anysimulation run at 40% misbehaving nodes with all optionsenabled.When a subset of the extensions is ative, performane doesnot inrease as muh over the simulations with no extensions.Wathdog alone does not a�et routing deisions, but it sup-plies pathrater with extra information to ombat misbehav-ing nodes more e�etively. When wathdog is deativated,



0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4 0.5

T
hr

ou
gh

pu
t (

pe
rc

en
t o

f p
ac

ke
ts

 r
ec

ei
ve

d)

Fraction of misbehaving nodes

WD=ON  ,PR=ON  ,SRR=ON  
WD=ON  ,PR=ON  ,SRR=OFF
WD=OFF,PR=ON  ,SRR=OFF
WD=OFF,PR=OFF,SRR=OFF(a) 0 seond pause time

0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4 0.5

T
hr

ou
gh

pu
t (

pe
rc

en
t o

f p
ac

ke
ts

 r
ec

ei
ve

d)

Fraction of misbehaving nodes

WD=ON  ,PR=ON  ,SRR=ON  
WD=ON  ,PR=ON  ,SRR=OFF
WD=OFF,PR=ON  ,SRR=OFF
WD=OFF,PR=OFF,SRR=OFF(b) 60 seond pause timeFigure 5: Overall network throughput as a funtionof the fration of misbehaving nodes in the network.

Maximum Minimum0 seond pause time 31.3% 18.9%60 seond pause time 23.5% 11.0%Table 2: Maximum and minimum overhead obtainedby any simulation at 40% misbehaving nodes with allfeatures enabled.the soure node has no way of deteting the misbehavingnode in its path to the destination, and so its transmission�ow su�ers total paket loss. Pathrater alone annot deteta path with misbehaving nodes to derement its rate (seeSetion 7).One e�et of the randomness of ns is that nodes may reeiveroute replies to their route requests in a di�erent order in onesimulation than in another simulation with slightly variedparameters. This hange an result in a node hoosing apath with a misbehaving node in one run, but not hoosingthat path in a simulation with more misbehaving nodes inthe network. This may atually result in slight inreases innetwork throughput when the number of misbehaving nodesinreases. For instane, this is notieable in the pathrater-only urve of Figure 5 (b) where the throughput raises from82% to 84% between 20% and 25% misbehaving nodes.In both throughput graphs, the everything disabled urveand the pathrater only urves losely follow eah other. Fromthe graphs we onlude that the pathrater alone does not sig-ni�antly a�et performane. In Setion 7 we suggest someimprovements to the pathrater that may inrease its utilityin the absene of the other extensions.
5.2 Routing OverheadFor routing overhead, we graph four urves: everything on,pathrater and wathdog on, only wathdog on (wathdog-only), and everything o�. Using the everything o� graph asour basis for omparison, we graph the wathdog-only urveto �nd the overhead generated just by the wathdog when itsends noti�ations to senders. The wathdog and pathraterurve shows the overhead added by wathdog and pathraterbut with pathrater's ability to send out extra route requestsdisabled. The everything on urve inludes the overheadreated by pathrater when sending out extra route requests.Figure 6 shows the amount of overhead inurred by ativat-ing the di�erent routing extensions. The greatest e�et onrouting overhead results from using the SRR feature, whihsends out route requests for a destination to whih the onlyknown routes inlude suspeted misbehaving nodes. For 40%misbehaving nodes in the high mobility senario, the over-head rises from 12% to 24% when SRR is ativated in thepathrater. Any route requests generated by SRR will �oodthe network with route request and route reply pak-ets, whih greatly inrease the overhead. Table 2 lists themaximum and minimum overhead for any of the simulations
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(b) 60 seond pause timeFigure 6: This �gure shows routing overhead as aratio of routing paket transmissions to data pakettransmissions. This ratio is plotted against the fra-tion of misbehaving nodes.

with all options enabled at 40% misbehaving nodes.The wathdog mehanism itself only adds a very small amountof extra overhead as seen by omparing the wathdog-onlygraph with the all-disabled graph. Also, the added overheadis not a�eted by the inrease in misbehaving nodes in thenetwork. Using both the wathdog and pathrater meha-nisms inreases the throughput of the network by 16% at40% misbehaving nodes with only 6% additional networkoverhead (see Figure 6 (a)).Though the overhead added by these extensions is signif-iant, espeially when pathrater sends out route requeststo avoid misbehaving nodes, these extensions still improvenet throughput. Therefore, the main onerns with highoverhead involve issues suh as inreased battery usage onportables and PDAs. Sine the largest fator aounting forthe overhead is route requests, the overhead an be signif-iantly redued by optimizing the delay between pathratersending out route requests and inorporating some of the ap-proahes developed for mitigating route requests and broad-ast storms in general [1, 4, 14℄.
5.3 Effects of False DetectionWe ompare simulations of the regular wathdog with awathdog that does not report false positives. Figure 7shows the network throughput lost by the wathdog inor-retly reporting well-behaved nodes. These results show thatthroughput is not appreiably a�eted by false positives andthat they may even have bene�ial side e�ets, as desribedbelow.The similarity in throughput an be attributed to a few fa-tors. First, the nodes inorretly reported as misbehavingould have moved out of the previous node's listening rangebefore forwarding on a paket. If these nodes move out ofrange frequently enough to warrant an ausation of misbe-havior they may be unreliable due to their loation, and thesoure would be better o� routing around them. The fatthat more false positives are reported in the 0 seond pausetime simulations as ompared to the 60 seond pause timesimulations, as shown in Table 3, supports this onlusion.Table 3 shows the average value of false positives reportedby the simulation runs for eah pause time and misbehavingnode perentage.Another fator that may aount for the similar throughputof the wathdog's performane with and without false posi-tives onerns one of the limitations of the wathdog. As de-sribed in Setion 3, if a ollision ours while the wathdogis waiting for the next node to forward a paket, it may neveroverhear the paket being transmitted. If many ollisions o-ur over time, the wathdog may inorretly assume that thenext node is misbehaving. However, if a node onstantly ex-perienes ollisions, it may atually inrease throughput toroute pakets around areas of high ommuniation density.



Perent misbehaving nodes 0% 5% 10% 15% 20% 25% 30% 35% 40%0 seond pause time 111.2 82.8 90.3 66.5 75.5 60.8 67.5 31.3 50.860 seond pause time 39.0 57.6 40.8 63.1 35.7 79.5 46.7 21.7 47.2Table 3: Comparison of the number of false positives between the 0 seond and 60 seond pause timesimulations. Average taken from the simulations with all features enabled.
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Yet another fator is that inreased false positives will resultin more paths inluding a suspeted misbehaving node. Thepathrater will then send out more route requests to the des-tination. This inreases the overhead in the network, but italso provides the sending node with a fresher list of routesfor its route ahe.
6. RELATED WORKTo our knowledge, there is no previously published workon detetion of routing misbehavior spei� to ad ho net-works, although there is relevant work by Smith, Murthyand Garia-Luna-Aeves on seuring distane vetor rout-ing protools from Byzantine routing failures [22℄. In theirwork, they suggest ountermeasures to seure routing mes-sages and routing updates. This work may be appliable toad ho networks in that distane vetor routing protools,suh as DSDV, have been proposed for ad ho networks.Zhou and Haas investigate distributed erti�ate authoritiesin ad ho networks using threshold ryptography[27℄. Zhouand Haas take the view that no one single node in an adho network an be trusted due to low physial seurity andlow availability. Therefore, using a single node to provide animportant network-wide servie, suh as a erti�ate author-ity, is very risky. Threshold ryptography allows a erti�ateauthority's private key to be broken up into shares and dis-tributed aross multiple nodes. To sign a erti�ate, a subsetof the nodes with private key shares must jointly ollaborate.Thus, to mount a suessful attak on the erti�ate author-ity, an intruder must ompromise multiple nodes.To further frustrate attak attempts over time, Zhou andHaas' sheme uses share refreshing. It is possible that overa long period of time enough share servers ould be ompro-mised to reover the erti�ate authority's seret key. Sharerefreshing allows unompromised servers to ompute a newprivate key periodially from the old private key's shares.This periodi refreshing means that an attaker must in�l-trate a large number of nodes within a short time span toreover the erti�ate authority's seret key.Stajano and Anderson [23℄ eluidate some of the seurity is-sues faing ad ho networks and investigate ad ho networksomposed of low ompute-power nodes suh as home ap-plianes, sensor networks, and PDAs where full publi keyryptography may not be feasible. The authors develop asystem in whih a wireless devie "imprints" itself on a mas-ter devie, aepting a symmetri enryption key from the�rst devie that sends it a key. After reeiving that key, the



slave devie will not reognize any other devie as a masterexept the devie that originally sent it the key. The authorsbring up an interesting denial of servie attak: the batterydrain attak. A misbehaving node an mount a denial-of-servie attak against another node by routing seeminglylegitimate tra� through the node in an attempt to weardown the other node's batteries.
7. FUTURE WORKThis paper presents initial work in deteting misbehavingnodes and mitigating their performane impat in ad howireless networks. In this setion we desribe some furtherideas we would like to explore.We plan on onduting more rigorous tests of the wath-dog and pathrater parameters to determine optimal valuesto inrease throughput in di�erent situations. Currently weare experimenting with di�erent wathdog thresholds for de-iding when a node is misbehaving. Some of the variablesto optimize for the pathrater inlude the rating inrementand derement amounts, the rate inrementing interval, andthe delay between sending out route requests to derease theoverhead aused by this feature.Our simulations use senarios in whih there are no a pri-ori trust relationships, but we expet the performane ofpathrater to inrease when it an make use of expliitlytrusted nodes. Trusted node lists are available in some adho network senarios, and we would like to analyze the per-formane of our routing extensions in these senarios.Currently the pathrater only derements a node's ratingwhen another node tries unsuessfully to send to it or if thewathdog mehanism is ative and determines that a nodeis misbehaving. Without the wathdog ative, the pathraterannot detet misbehaving nodes. An obvious enhanementwould be to reeive updates from a reliable transport layer,suh as TCP, when ACKs fail to be reeived. This wouldallow the pathrater to detet bad paths and lower the nodes'ratings aordingly.All the simulations presented in this paper use CBR datasoures with no reliability requirements. Our next goal is toanalyze how the routing extensions perform with TCP �owsommon to most network appliations. Our fous wouldthen hange from measuring throughput, or dropped pak-ets, to measuring the time to omplete a reliable transmis-sion, suh as an FTP transfer. For these tests the modi�-ation to pathrater desribed above should improve perfor-mane signi�antly in the ase where the wathdog is notative.Finally, we would like to evaluate the wathdog and pathrateronsidering lateny in addition to throughput.
8. CONCLUSION

Ad ho networks are an inreasingly promising area of re-searh with pratial appliations, but they are vulnerablein many settings to nodes that misbehave when routing pak-ets. For robust performane in an untrusted environment, itis neessary to resist suh routing misbehavior.In this paper we analyze two possible extensions to DSR tomitigate the e�ets of routing misbehavior in ad ho net-works - the wathdog and the pathrater. We show thatthe two tehniques inrease throughput by 17% in a net-work with moderate mobility, while inreasing the ratio ofoverhead transmissions to data transmissions from the stan-dard routing protool's 9% to 17%. During extreme mobility,wathdog and pathrater an inrease network throughput by27%, while inreasing the perentage of overhead transmis-sions from 12% to 24%.These results show that we an gain the bene�ts of an in-reased number of routing nodes while minimizing the e�etsof misbehaving nodes. In addition we show that this an bedone without a priori trust or exessive overhead.
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