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Abstract — Several routing protocols have been pro-
posed in recent years for possible deployment of Mobile
Ad hoc Networks (MANETs) in military, government and
commercial applications. In this paper, we review these
protocols with a particular focus on security aspects. The
protocols differ in terms of routing methodologies and
the information used to make routing decisions. Four
representative routing protocols are chosen for analysis
and evaluation including: Ad Hoc on demand Distance
Vector routing (AODV), Dynamic Source Routing (DSR),
Optimized Link State Routing (OLSR) and Temporally
Ordered Routing Algorithm (TORA). Secure ad hoc net-
works have to meet five security requirements: confiden-
tiality, integrity, authentication, non-repudiation and
availability. The analyses of the secure versions of the
proposed protocols are discussed with respect to the
above security requirements.

Index Terms — Ad hoc networks, routing protocols,
security, wireless systems, mobile routing.

1. INTRODUCTION

N THE NEXT generation of wireless communication sys-
tems, there is a tremendous need for the rapid deployment

of independent mobile users. Significant examples include
emergency search/rescue missions, disaster relief efforts, mine
site operations, battlefield military operations, electronic class-
rooms, conferences, convention centers, etc. [40]. A network
of such users is referred to as Mobile Ad hoc Network
(MANET). Such a network does not have any fixed infrastruc-
ture (i.e., no base stations/ routers); nodes arbitrarily change
their positions resulting in a highly dynamic topology [1, 11,
49] causing wireless links to be broken and re-established on-
the-fly.

Routing in ad hoc networks has been an active research area
and in recent years numerous routing protocols have been
introduced for MANETs [32, 4, 22, 10]. The deployment of
such networks still faces challenges, such as limited physical
security, node mobility, and limited resources (i.e., processor,
power, bandwidth, storage). The major issues that affect the
design, deployment, and performance of a MANET include:
medium access scheme, routing, multicasting, transport layer
protocol, pricing scheme, quality of service provisioning, self-
organization, security, energy management, addressing and

service discovery, scalability and deployment consideration
[40]. The protocol design issues are inherently related to the
underlying ad hoc applications. Routing protocols are
designed for purposes such as quality of service provisioning,
energy management and security. In this paper, we focus on
security aspects of theMANET routing protocols.

The security of communication in ad hoc wireless networks
is important, especially in military applications. The absence
of any central coordination mechanism and shared wireless
medium makes MANETs more vulnerable to digital/cyber
attacks than wired networks. These attacks are generally clas-
sified into two types: passive and active attacks. Passive
attacks do not influence the functionality of a connection. An
adversary aims to interfere in a network and read the transmit-
ted information without changing it. If it is also possible for the
adversary to interpret the captured data, the requirement of
confidentiality is violated. It’s difficult to recognize passive
attacks because under such attacks the network operates nor-
mally. In general, encryption is used to combat such attacks.
Active attacks aim to change or destroy the data of a transmis-
sion or attempt to influence the normal functioning of the net-
work. Active attacks when performed from foreign networks
are referred to as external attacks. If nodes from within the
adhoc network are involved, the attacks are referred to as inter-
nal attacks.

In order to combat passive and active attacks, a secure ad
hoc network is expected to meet the following different secu-
rity requirements [40, 56]:

Confidentiality: Only the intended receivers should be able
to interpret the transmitted data.

Integrity: Data should not change during the transmission
process, i.e., data integrity must be ensured.

Availability: Network services should be available all the
time and it should be possible to correct failures to keep the
connection stable.

Authentication: Every transmitting or receiving node has its
own signature. Nodes must be able to authenticate that the data
has been sent by the legitimate node.

Non-repudiation: Sender of a message shall not be able to
later deny sending the message and that the recipients shall not
be able to deny the receipt after receiving the message.

Table I outlines different active attacks that have been used
in the literature to study the performance of routing protocols
corresponding to above described security requirments. We
use these attacks along with the security requirements as a
guide to review the salient passive, active, and hybrid routing
protocols for MANETs.

Most of the security related research work in MANETs has
been focused on addressing issues related to confidentiality
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and integrity [4, 5, 12, 21, 24, 24, 28, 28, 56]. A few solutions
have been proposed to address availability and trusted routing
[6, 59]. In this paper we study well-known routing protocols in
terms of security and identify their limitations. We also study
different security augmented solutions for these protocols. 

The rest of this paper is organized as follows. In Section 2,
we present classification of existing routing protocols and out-
line the needed security characteristics to make them secure. In
Section 3, we review salient reactive routing protocols, evalu-
ate their security characteristics, and expose existing security

limitations. Section 4 presents OLSR as an example case for
proactive routing protocols and discusses its security aspects.
In Section 5, we discuss security in hybrid routing protocols.
We conclude our discussion in Section 6.

2. SECURE AD HOC ROUTING PROTOCOLS

This section will discuss the revolution of the wireless ad hoc
network routing protocols and the issues that affect the design,
deployment, and performance of an ad hoc wireless system
network. Four routing protocols were chosen for analysis and
evaluation: AODV [47], DSR [32], OLSR [9]and TORA [46].
The analyses of the secure versions of these protocols are pre-
sented. The above four routing protocols have been chosen for
two main reasons. First, they are considered the most popular
ad hoc routing protocols. Second, many secure versions have
been derived from their basic implementation.

Routing protocols for ad hoc wireless networks can be clas-
sified into three types based on the underlying routing infor-
mation update mechanism employed. An ad hoc routing proto-
col could be reactive (on demand), proactive (table driven) or
hybrid. Figure 1, shows the three types of ad hoc routing pro-
tocols and list the available routing protocols for that category
as well as some of their secure versions.

Reactive routing protocols obtain the necessary path when
it is required, by using a connection establishment process.
They do not maintain the network topology information and
they do not exchange routing information periodically.

Section 3 explores some of the existing secure reactive
routing protocols. Reactive routing protocols often outperform
proactive ones due to their ability to adjust the amount of net-
work overhead created to track the mobility in the network.

In proactive routing protocols, such as DSDV [48], every
node maintains the network topology information in the form
of routing tables by periodically exchanging routing informa-
tion. Routing information is generally flooded in the whole
network. Whenever a node requires a path to a destination, it
runs an appropriate path finding algorithm on the topology
information it maintains. Section 4 explores some of the exist-
ing secure proactive routing protocols. 

Hybrid routing protocols such as ZRP [20] and SLSP [44]
combine the best features of both reactive and proactive rout-
ing protocols. For example, a node communicates with its
neighbors using a proactive routing protocol, and uses a reac-
tive protocol to communicate with nodes farther away.. In
other words, for each node, nodes within certain geographical
are reached using proactive routing protocols. Outside the geo-
graphical area, reactive routing protocols will be used. Section
5 explores some of the existing secure hybrid routing proto-
cols. 

Major challenges that a routing protocol designed for Ad
Hoc wireless networks faces include: mobility of nodes,
resource constraints, error-prone channel state, and hidden and
exposed terminal problems [40].
• Mobility: the network topology in an ad hoc wireless network

is highly dynamic due to the movement of nodes and the addi-
tion of new nodes to the network. Disruption in service may
occur either due to the movement of the intermediate nodes in
the path or due to the movement of the end nodes.

• Bandwidth constraints: in wireless networks, the capacity of
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TABLE I
ACTIVE AD HOC NETWORK ATTACKS.

Black-Hole (Network Layer Attack): All packets are dropped by sending
forged routing packets, the attacker could route all packets for some des-
tination to itself and then discard them, or the attacker could cause the
route at all nodes in an area of the network to point “into” that area when
in fact the destination is outside the area.

Wormhole (Network Layer Attack): Using a pair of attacker nodes A
and B linked via a private network connection. Every packet that A
receives from ad hoc network, A forwards through the wormhole to B, to
then be rebroadcast by B, similarly, B may send all ad hoc network
packets to A.

Malign (Network Layer Attack): Watchdog and path-rater are used in ad
hoc routing protocols to keep track of perceived malicious nodes in a
blacklist. An attacker may blackmail a good node, causing other good
nodes to add that node to their blacklists, thus avoiding that node in routes.

Partition (Network Layer Attack): An attacker may try to partition the
network by injecting forged routing packets to prevent one set of nodes
from reaching another.

Detour (Network Layer Attack): An attacker may attempt to cause a
node to use detours through suboptimal routes. Also compromised nodes
my try to work together to create a routing loop.

Routing table poisoning (Network Layer Attack): The publication and
advertisement of fictitious routes.

Packet replication (Network Layer Attack): The replication of stale
packets, to consume additional resources such as bandwidth, etc.

Session Hijacking (Transport Layer Attack): One weak point is that
most authentications processes are only carried out once when a session
starts. An adversary could try to appear as an authentic node and hijack
the session. (Transport Layer Attack)

DoS: An adversary tries to disturb the communication in a network, for
example by flooding the network with a huge amount of packages.
Services offered by the network are not working as usual, slow down or
even stop. Ad hoc wireless Networks are more affected than wired net-
works, because there are more possibilities to perform such an attack.
Depending on the layer an adversary starts an attack he could disturb
transmissions on physical layer, manipulate the routing process on net-
work layer or bring down important service on application level.
Jamming (MAC Layer Attack): An adversary sends signals with the
same frequency in that a sender and receiver communicates what cause a
lot of errors in the transmission.

Impersonation: An adversary fakes the identity of an authorized node, to
gain access to network resources, snoops the traffic or disturb the normal
functioning of the network. With a man-in-the-middle attack an adver-
sary reads or even alter the information transmitted between two nodes,
without let them know they are not talking directly with each other.



the radio band is limited and hence the data rates it can offer
are much less than what a wired network can offer. That is
why the routing protocol should use the bandwidth optimally
to keep the overhead as low as possible.

• Error-Prone Channel state: the wireless links have time-vary-
ing characteristics in terms of link capacity and link-error
probability. This requires that the ad hoc wireless network
routing protocol should interact with the MAC layer to find
alternate routes through better quality links.

• Hidden terminal problem: refers to the collision of packets at a
receiving node due to the simultaneous transmission of those
nodes that are not within the direct transmission range of the
sender, but are within the transmission range of the receiver.
Collations occur when both nodes transmit packets at the same
time without knowing about the transmission of each other.
Solution to this problem includes the use of Medium Access
Collision Avoidance for Wireless MACAW [17]. This protocol
requires that the receiver acknowledges each successful recep-

tion of data packet. Successful transmission is a four-way
exchange mechanism, namely RTS-CTS-Data-ACK.

• Exposed terminal problem: refers to the inability of a node to
transmit to another node when the wireless channel is not free
due to transmission by the nearby transmitting node.

• Resource constraints: battery life and processing power are
two essential and limited resources that form the major con-
straint for the nodes in an ad hoc network. Thus ad hoc wire-
less network routing protocols must optimally manage these
resources.

3. REACTIVE ROUTING PROTOCOLS

Reactive routing protocols obtain the necessary path, when
required, by using a connection establishment process. Such
protocols do not maintain the network topology information
and they do not exchange routing information periodically. In
this section, we will focus on three routing protocols and some
of their secure versions. First, we discuss DSR [32]. The
secure versions, such as, QoS Guided Route Discovery [37],
Securing Quality of Service Route Discovery [22], Ariadne
[26] and CONFIDANT [4] are presented as well. Second,
AODV [47] is discussed with its secure versions, CORE [39],
SAODV [19]and SAR [58]. Finally, TORA [46] is discussed
followed by the discussion of two ad hoc security techniques,
SPREAD [36] and ARAN [51]. We focus more on reactive
routing protocols because they often outperform proactive
ones due to their ability to adjust the amount of network over-
head created to track the mobility in the network affecting cur-
rent communication.

3.1 DSR

DSR is an on-demand protocol designed to restrict the band-
width consumed by control packets in ad hoc wireless net-
works by eliminating the periodic table update messages
required in the proactive routing protocols. There is no beacon
(does not require a periodic update hello packet, which are used
by a node to inform its neighbors of its presence). Johnson [32]
divided the problem of routing in to two areas, route discovery
and route maintenance. In order for a node to communicate
with another node in the network, it must initially discover a
suitable route to use in sending packets to the destination node.
As long as conditions remain unchanged, this route should then
continue to work for as long as it is needed.

In the discovery procedure, the initiator transmits a
RouteRequest packet, identifying the target to which the route
is needed. Each node upon receiving the Route Request, in
general, retransmits the request if it has not already forwarded
a copy of the RouteRequest; when the target node receives the
request, it returns a Route Reply to the initiator, listing the
route taken by the Request, rather than forwarding the request.
The target node returns a route reply for each copy of the route
request that it receives. So, the source will then select a route
with the lowest latency. Each RouteRequest packet carries a
sequence number generated by the source node and the path it
has traversed. A node upon receiving the RouteRequest pack-
et, checks the sequence number on the packet before forward-
ing it. The sequence number on the packet is used to prevent
loop formations and to avoid multiple transmissions of the
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Fig. 1. Ad hoc routing protocols.



same RouteRequest packet by an intermediate node that
receives it through multiple paths. For the benefit of the inter-
mediate nodes, this protocol uses a route cache that stores all
possible information extracted from the source route contained
in a data packet. If an intermediate node receiving a
RouteRequest has a route to the destination node in its route
cache, it replies to the source node by sending a RouteReply
message with the entire route information from the source
node to the destination node. An exponential back-off algo-
rithm is used to avoid frequent RouteRequest packets flooding
in the network when the destination is in another disjoint set.
DSR also allows piggy-backing of a data packet on the
RouteRequest message so that a data packet can be sent along
with the RouteRequest message.

In the Maintenance procedure when an intermediate node in
the path moves away causing wireless link to break, a RouteError
message is generated from the node adjacent to the broken link to
inform the source node. The source node reinitiates the route
establishment procedure. The cached entries at the intermediate
nodes and the source node are removed when a RouteError pack-
et is received. Figure 2 illustrates the working of DSR.

When node 1 wishes to send data to node 15, it first sends
a RouteRequest message to all its neighbors. Each neighbor
will check its route cache to see if the desired destination is
listed. If it is there, it will send a RouteReply back to the
sender. If it does not find a match, it will forward the
RouteRequest to all of its neighbors. In order to avoid loops,
each neighbor will check if it has already forwarded the
RouteRequest message using the associated sequence number.
The destination, node 15, will reply to all the RouteRequest
messages it receives with a RouteReply message. Once the
source will receive all the RouteReply messages within certain
specific time, it will send the data through the path that has
lowest hop count; in this example case, path 1-5-4-12-15. If
the link between node 12 and 15 breaks, then, the upstream
node (node 12) will send a RouteError message to the source.
The source will reinitiate the RouteRequest message. All inter-
mediate nodes as well as the sender will remove the tale entry
from their route cache.

No security issues have been introduced in the basic DSR
configuration. Also the resource management is not utilized
well. For example if an intermediate node does not know the

destination address, it forwards the RouteRequest message to
all its neighbors..

3.1.1 QoS-Guided Route Discovery — Maltz, [37] intro-
duced QoS-Guided route discovery protocol which allows a
node to specify QoS metrics that must be satisfied by a dis-
covered path. So, when a node needs to initiate a Route
Request it will look first in its cache route. If the route to the
destination exists, the node may choose to use it. If the flow
establishment is successful, it is not necessary to perform a
QoS-Guided route discovery, although it may be performed
in an attempt to find a better route. The decision about
whether or not to perform such a discovery may be based on
resources available along a preexisting route or it may be
based on the nodes’ estimate of the probability of successful

flow along that route. A node may choose to always perform a
second search requesting a slightly higher level of resources
that is available along the preexisting route.

To use this QoS-Guided route discovery mechanism, a node
sending a RouteRequest also inserts in the Request an option-
al QoS Request Header for each type of resource required.
Each QoS Request Header indicates the type of resource, the
minimum acceptable resource level and the resource level of
the current path. The resource level of the current path is ini-
tialized to the desired resource level, but may be reduced as the
RouteRequest message traverses the network. A node receiving
a RouteRequest message containing one or more QoS Request
Headers processes each QoS Request Header to determine
whether or not the node can support a new flow with resources
at a level at least equal to the minimum requested. If it is
unable to support the minimum requested resource level for
any requested resource, the node silently discards the
RouteRequest message. If it is unable to support the current
level specified in any QoS Request Header in the packet, the
node setting the current level equal to the maximum resource
level it can support, and then forwards the Route request nor-
mally.

A node that is able to support the current level specified in
all the QoS Request Headers contained in the packet forwards
the RouteRequest packet normally without modifying the QoS
Request Header. Maltz [38] is using the three traditional QoS
metrics, bandwidth, latency and jitter. With the bandwidth
metric, a node forwarding a packet updates the current
resource level filed with the value that is lesser of the resource
level that it received and its own resource level. For example,
when a node with 240 kb/s of available bandwidth receives a
request with a current resource level of 640kb/s, it reduces the
bandwidth level in the RouteRequest packet before forwarding
it. For the metrics of latency and jitter, each node actually
increases the latency and jitter specified in the Request, and
therefore adds the local latency or jitter to the received value.

A routing protocol using QoSGuided route discovery can
find suitable routes through the network. Once such a route is
found the routing protocol either must reserve those resources
for a flow, or it will have to use that route on a best effort basis.
In order to accomplish resource reservation a path establish-
ment and resource reservation protocol need to be employed,
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in which a source establishes a flow along the path computed
during route discovery by sending an Establish Flow packet
along the path. Each node on the path receiving the Establish
Flow packet reserves the resources needed by the flow and for-
wards the Establish Flow packet to the next node on the path.
When a node that has been forwarding traffic for a flow is no
longer able to meet the QoS requirements of the flow, it sends
a Flow Error packet to the source of the flow. Although flow
establishment requires two additional packet types, they are
specific to the routing protocol in use. In general, Establish
Flow packets can be authenticated either through broadcast
authentication, or through the use of pair-wise authentication
using shared keys between the source and each forwarding
node. One of these two types of authentication is generally
required to secure other routing messages. When each node
can authenticate the source, it can use policy to determine
whether or not that source is authorized to reserve these
resources. In addition Flow Error packets can be authenticated
in the same way as Route Error packets used by on-demand
routing protocols.

One important problem in QoS-Guided route discovery pro-
tocol is determining the resources available at any particular
node. Another issue in QoS-Guided Route discovery is that a
node should only ignore a REQUEST if it has forwarded a bet-
ter REQUEST. This causes three problems: first, an intermedi-
ate node may not know which trade-offs of different QoS met-
rics are preferred by the source. Second, an attacker can force
a node to forward a large number of RouteRequests by broad-
casting a single Request multiple times, using progressively
better metrics. Third, if a node forwards each better
REQUEST, a large number of forwarded packets can result
from a single route discovery request.

3.1.2 Securing Quality of Service Route Discovery — SQoS
[22] is a secure form of QoS-Guided route discovery for on
demand ad hoc network routing. SQoS relies entirely on sym-
metric cryptography. Symmetric cryptographic primitives are
three to four orders of magnitude faster (in computation time)
than asymmetric cryptography.

SQoS builds on hash chains and MW chains. Hash function
is simply a one way hash function. If X is any random number,
then Y = H(X); where H is the hash function and there is no
way to know X if you get Y. For example, instead of storing
the user’s password X, the system stores only the value Y =
H(X). The user identifies himself by sending X to the system;
the system authenticates his identity by computing H(X) and
checking that it is equal to the stored value Y. Hash chain is
accomplished by applying the hash function repeatedly . That
is, if we have X, then we can get H(X), H(H(X)),
H(H(H(X)))… HN(X), by applying hash function N times,
where N is user specified parameter. The last computed value
should be known to the receiver. For authentication purposes,
the sender must send the (N–1)th value of the hash chain to the
destination. When the receiver receives it, it applies the hash
function one time. If the result matches the stored value it
authenticates the sender. Next time the sender has to send
(N–2)th value of the hash function for next authentication.

Because now the receiver already has the (N-1)th value, the
receiver will again apply the hash function to the received
value to compare it with (N–1)th value In other words, each
user password is the value needed by the system to authenti-
cate the next password.

MW chain provides instant authentication and low storage
overhead. MW chain is based on one time signature. One time
signature works as follows. Each node selects a private key K
that is used to generate verification key V and signature S. If
the node has a message to send, it will sign it using its signa-
ture S. Only nodes that have been communicated key V can
read the message (note that node that has V, can not generate
S). In this way we can sign each message with different S
(derived from K), and verify it using either different V or in
some cases the same V. MW chain has the same properties of
a hash chain and has the additional property that a signature S
using key Ki+1 can be used to generate key Ki using the equa-
tion Ki = f(s, m), but can not be used to drive Ki+1. In other
words, if node A has a private key Ki+1, then S = G (Ki+1),
and V = G(S). G must be a secure one-way hash function. For
example, node A is sending a message m to node B. Node A
will send the message m signed with S in the format of f(s, m).
B can derive Ki from knowing f(s, m). B now has the new pri-
vate Key Ki, which can be used later in its communication
with A.

At SQoS, the hash chain has been replaced with an MW-
chain to prevent the modification of the immutable fields of
the request. A node uses one MW-chain step for each route dis-
covery, and uses the signature S from that MW-chain step to
authenticate the immutable fields of RouteRequest message.

SQoS solves all the three problems that have been earlier
identified for the simple QoS scheme by providing the source
with control over which RouteRequest message are re-for-
warded. In SQoS the initiator specifies a list of metrics of
interests, such as latency and bandwidth. For each metric, the
initiator indicates the maximum necessary level and minimum
desirable level, the length of the hash chain and whether steps
are to be divided linearly or logarithmically.

SQoS has focused on secure quality of service guarantees
such as bandwidth and latency through the use of MW chain.
However, SQoS did not discuss if the intermediate nodes would
in fact be able to support what ever it agrees to support.
Important parameters such as the node power, CPU, RAM,
encryption capability, exposure to other nodes and the organi-
zational hierarchy have not been taken in the route computa-
tion process.

3.1.3 Ariadne — Ariadne [26] is a secure on-demand routing
protocol that can authenticate messages using one of three
ways: shared secrets between each pair of nodes, shared
secrets between communicating nodes combined with broad-
cast authentication, or digital signature. Ariadne is based on
TESLA, which is an efficient broadcast authentication scheme
that requires loose time synchronization.

Ariadne consists of two steps: the first is to verify the
authenticity of the route check and the second is to verify that
there is no node missing on the RouteRequest (or RouteError)
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message. For the authentication step, the initiator simply indi-
cates a Message Authentication Come (MAC) computed with
the Ksd (shared key) over a unique data, for example, a time
stamp. Then the target can easily verify the route requests
authenticity and freshness using the shared key Ksd. Ariadne
then uses a per hope hashing to verify that no hop was omitted.

Ariadne is vulnerable to an attacker that happens to be
along the discovered route. The node can not determine
whether intermediate nodes are in fact forwarding packets that
they have been requested to forward. So, there is no feedback
(past history) of how the intermediate nodes are behaving
(even that DSR itself is based on past history through includ-
ing the full route through the route request, hop-by-hop) [27].

3.1.4 CONFIDANT — CONFIDANT [4] is a secure on
demand routing protocol for making misbehavior nodes unat-
tractive for other nodes to communicate with. It is based on
selective altruism and utilitarianism. It aims at detecting and
isolating misbehaving nodes, thus making it unattractive to
deny cooperation. Trust relationships and routing decisions are
based on experienced, observed or reported routing and for-
warding behavior of other nodes. The design of CONFIDANT
assumes that the network layer is based on DSR. CONFI-
DANT consists of the following components: the monitor, the
reputation system, the path manager, and the trust manager.
Each component takes its function from its name. The monitor
is for the neighborhood nodes to record (by listening to other
communication) communication between other nodes. The
trust manager deals with the incoming and outgoing ALARM
messages. ALARM messages are sent by the trust manager of
a node to warn others of malicious nodes. The reputation sys-
tem is mainly used to avoid a centralized rating, local rating
lists and/or black lists maintained at each node and potentially
exchanged with friends. Similar reputation systems are used in
some online auctioning systems. They provide a means of
obtaining a quality rating of participants of transactions by
having both the buyer and the seller give each other feedback
on how their activities were perceived and evaluated. Path
manager performs the following functions: i) path re-ranking
according to security metric, e.g. reputation of the nodes in the
path, ii) deletion of paths containing malicious nodes, iii)
action on receiving a request for a route from a malicious node,

e.g. ignore, do not send any reply, and iv) action on receiving
request for a route containing a malicious node in the source
route, e.g. ignore, alert the source.

When the monitor detects an anomaly, it informs the rep-
utation system to take an action, which maintains a local rat-
ings list. These lists are potentially exchanged with other
nodes; the trust monitor handles input from other nodes. If a
list is received from a highly trusted node, the receiver can
directly place information from the list into its local ratings
list. On the other hand if a list is received from an un-trusted
source, the receiver can completely ignore it or give it sub-
stantially less weight than a list received from a more trusted
node. Finally, the path manager chooses paths from the
node’s route cache based on a blacklist and the local ratings
list. The path manager also specifies the reaction to a

REQUEST from a node on the blacklist or to a REQUEST that
has traversed a node on the blacklist.

CONFIDANT maintains global reputation values. Each
node maintains a single reputation value for every other node
with which it interacts, where this value combines all the var-
ious functional reputation values. Using global reputations
may lead to several other issues [34]. In particular, a global
reputation value may enable a node to hide bad behavior with
respect to one function by correctly supporting another func-
tion. Global reputation values, therefore, do not reveal the
importance placed on different services by different nodes. The
distributed nature of the mechanism can lead to several incon-
sistencies in the reputation value. It can also lead to possible
attacks on the reputation value such as advertising false high
rating or false low rating about another node and negative dis-
crimination (a node refuses services to only some nodes). In
general, a simple local reputation mechanism will be more
efficient than a complex reputation mechanism.

3.2 AODV

AODV [47] is very similar to DSR. AODV works by sending
a RouteRequest message to the destination. The source node
and the intermediate nodes store the next hop information cor-
responding to each flow for data packet transmission. The
major difference between AODV and other on demand routing
protocols is that it uses a destination sequence number
(DesSeqNum) to determine an up to date path to the destina-
tion. A node updates its path destination only if the
DesSeqNum of the current packet received is greater than the
last DesSeqNum stored at the node. The RouteRequest mes-
sage carries six items: the source identifier, destination identi-
fier, source sequence number, destination sequence number,
broadcast identifier and time to live.

In Figure 3, when node 1 sends a RouteRequest message,
the intermediate nodes either forward the request or reply with
RouteReply message, if it has a valid route to the destination.
The broadcast identifier and the source ID are used together to
detect if the node has received an earlier copy of the
RouteRequest message.. The source node might get more than
one reply, in which case it will determine later which message
to select based on the hop count. Every node, before forward-
ing the packet, will store the broadcast identifier and the pre-
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vious node number from which the request came. A timer is
used then by this intermediate node to delete this entry in case
no reply is received for the request. If there is a reply, the inter-
mediate node stores again the broadcast identifier and the pre-
vious node from which the reply came.

AODV does not repair a broken path locally. When a link
breaks, which is determined by observing the periodical beacons
or though ACK messages, the source and the destination nodes
are notified (end nodes). The source node then reestablishes the
route with the destination using higher layers. Table II shows the
sequence of steps for the case of node 1 intending to send a mes-
sage to node 15 in the network shown in Figure 5.

It is important to recognize the main differences among the
DSR and AODV. DSR is a pure on-demand Ad hoc routing
protocol. AODV is essentially a combination of both DSR and
DSDV [48]. It borrows the basic on-demand mechanism of
Route Discovery and Route Maintenance from DSR, plus the
use of hop-by-hop routing, sequence numbers and periodic
beacons from DSDV.

AODV does not provide any type of security. Also the
resource management is not utilized well. For example if the
intermediate node does not know the destination address, it
will forward the RouteRequest to all the nodes.

3.2.1 CORE — Selfishness that causes lack of node activity
can not be solved by classical security means that aim at veri-
fying the correctness and integrity of an operation. CORE [39]
suggests a generic mechanism based on reputation to enforce
cooperation among the nodes of an ad hoc network to prevent
selfish behavior. Each network entity keeps track of other enti-
ties collaboration using a technique called reputation. The rep-
utation is calculated based on various types of information on
each entity’s rate of collaboration. Since there is no incentive
for a node to maliciously spread negative information about
other nodes, simple denial of service attacks using the collab-
oration technique itself are prevented.

Three reputation systems are used in CORE: subjective rep-
utation, indirect reputation and functional reputation. The sub-
jective reputation is calculated directly from the subject obser-
vation. A subjective reputation (direct observation) at time t
from the point of view of subject s is calculated using a
weighted mean of the observation’s rating factors, giving more
relevance to the past observations. Indirect reputation reflects
the value given to the final reputation by the characteristics of
the complex societies. Functional reputation is used to apply a
function f (which could be a forwarding function, packet func-
tion, or any other function) to the subjective reputation value
or/ and the indirect value. The function reputation may apply
more than one function to the same input and use a third func-
tion to get a final functional value.

CORE consists of three components: network entity, repu-
tation table and the watchdog mechanism. The network entity
comprises of the mobile nodes in the network. Each node is
enriched with a set of Reputation Tables (RT) and a Watchdog
Mechanism (WD). The RT and the WD together constitute the
basis of the collaborative reputation mechanism. These two
components allow each entity to observe and classify entities
that get involved in a request/ reply process, reflecting the
cooperative behavior of the involved parts. The RT is defined
as a data structure stored in each network entity. The watchdog
mechanism detects misbehaving nodes.

The ambiguous collision problem due to exposed terminal
may prevent node A from overhearing transmissions from
node B. As Figure 4 illustrates, a packet collision occurs at
node A while it is listening for node B to forward the packet.
In such a case, Node A will never know if node B ever for-
warded the packet. Because of this uncertainty, node A should
instead continue to watch node B over a period of time.

In the receiver collision problem. Figure 5, node A can only
tell whether node B has sent the packet to node C, but it can-
not tell if node C has received it. If a collision occurs at node
C, node A only sees that node B has forwarded the packet and
assumes that C has successfully received it. Thus, node B
could skip retransmitting the packet and evade detection.

False misbehavior can occur when nodes falsely report
other nodes as misbehaving. A malicious node could attempt
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TABLE II
AODV SCENARIOS.

Step Node Action

1 Node 1
Source node, destination sequence number= 3,
source sequence number =1

2 Node 15 Destination node

3
Node 1

Neighbors
2,5, 6 (no idea about the destination), thus for-
ward the RouteRequest to 3, 4 and 10.

4 Node 4 No idea about the destination

5 Node 10
It has a route to 15 (14-15), the destination
sequence number =4

6 Node 3
It has a route to 15 (7-9-13-15), the destination
sequence number=1

7
Node 10
Node 3

Reply, because (4>3),
Does not reply (1<3)
That means that node 3 has an older route to 15.

8 Node 4 Forward to 12, forward to 15, reply from 15

9 Node 1
Will get two routes:
1-5-10-14-15
1-5-4-12-15 will be selected (# of hops)

10 Node 4, 5 Path breaks between 4 and 5.

11 Node 4 RouteError to 15.

12 Node 5 RouteError to 1.

13 Node 15 Delete the route entry from its table.

14 Node 1 Delete the route entry from its table.

15 Node 1
Reinitiate path finding with new broadcast identifi-
er and the previous destination sequence number.



to partition the network by claiming that some nodes in the
forwarding path are misbehaving. For instance, node A
could report that node B is not forwarding packets when in
fact it is. This will cause node S to mark node B as misbe-
having, whereas the culprit is node A. This behavior, howev-
er, is easy to address. Since node A is passing messages onto
node B (as verified by node S), then any Acknowledgments
from D to S will go through node A to node S, and node S
will wonder why it received replies from node D when sup-
posedly node B dropped packets in the forward direction. In
addition, if node A drops Acknowledgments to hide them
from node S, the node B can detect this misbehavior and
report it to D.

Another problem is that a misbehaving node that can con-
trol its transmission power can circumvent the watchdog [38].
A node could limit its transmission power such that the signal
is strong enough to be overheard by the previous node but too
weak to be received by the true recipient.

Multiple nodes in collusion can mount a more sophisticated
attack. For example, nodes B and C from Figure 11, could col-
lude to cause mischief. In this case, node B forwards a packet
to node C but does not report to node A when node C drops the
packet. Because of its limitation, it may be necessary to disal-
low two consecutive un-trusted nodes in a routing path.

Also, a node can circumvent the watchdog by dropping
packets at a lower rate than the watchdog’s configured mini-
mum misbehavior threshold (partial dropping). Although the
watchdog will not detect this node as misbehaving, this node is
forced to forward at the threshold bandwidth. In this way the
watchdog serves to enforce this minimum bandwidth. For the
watchdog to work properly it must know where a packet should
be in two hops.

3.2.1.1 Watchdog Mechanism — Many Protocols use watch-
dog mechanism. Watchdog mechanism has been introduced by
[65]. Figure 6 illustrates the working of the watchdog mecha-
nism. Node A can not transmits all the way to node C, but it
can listen the node B’s traffic. Thus when node A transmits a
packet for node B to be forwarded to node C, node A can often
tell if node B has transmitted the packet. If encryption is not
performed separately for each link, which can be expensive,

then node A can also tell if node B has tampered with the pay-
load or the header.

The watchdog is implemented by maintaining a buffer to
see if there is a match in the packets received and packets for-
warded. If so, the packet in the buffer is removed and forgot-
ten by the watchdog, since it has been forwarded on towards
its final destination. If the packet has remained in the buffer
for longer than a certain timeout, the watchdog increments a
failure tally (RT) for the node responsible for forwarding the
packet. If a tally exceeds a certain threshold bandwidth, it
determines that the node is misbehaving and sends a message
to the source notifying it of the misbehaving node.

The advantage of the watchdog mechanism is that it can
detect misbehaving nodes at forwarding level and not just the
link level. The disadvantage is that it might not detect misbe-
having nodes in presence of ambiguous collusions, receiver

collusions, limited transmission power, false misbehavior, col-
lision and partial dropping [57].

3.2.2 SAODV — The black-hole attack is a killer attack for
AODV. In a black hole attack a malicious node acts as an inter-
mediate node, and advertises itself on the shortest path to the
destination, which will make the sender node send all the pack-
ets through it. The malicious node will then simply drop the
packets.

SAODV [19] was introduced to combat the black-hole
attack. One solution is to prevent the intermediate nodes from
sending a RouteReply message. This is still not good enough
because the destination node might select a route that has the
malicious node, which will then again drop all the packets.
Also, by not making the intermediate node send a RouteReply
message, the delay in the network will increase. To solve this
problem the FurtherRouteRequest message has been intro-
duced in SAODV. When the intermediate node sends a
RouteReply message to the source, the source will send a quick
FurtherRouteRequest message to the neighbors of that inter-
mediate node (the RouteReply message will contain informa-
tion about the next hop on the route). The neighbor node will
reply with FurtherRouteReply message which must contain the
intermediate node listed in its route (that has sent the
RouteReply message). If it does not, then that neighbor node is
a malicious node.

The approach adopted in SAODV is adequate for solving
the black-hole problem but it fails to detect the wormhole
attacks (when two malicious nodes works together to attack
the network).

3.2.3 SAR — Security Aware Ad-Hoc Routing (SAR) protocol
[58] makes use of trust levels (security attributes assigned to
nodes) to make informed, secure routing decisions. Current
routing protocols discover the shortest path between two
nodes. But SAR can discover a path with desired security
attributes (e.g., a path through nodes with a particular shared
key).

A node initiating route discovery sets the desired security
level for the route, i.e., the required minimal trust level for
nodes participating in the query/ reply propagation. Nodes at
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that have the trust level share symmetric encryption keys.
Intermediate nodes of different turst levels cannot decrypt in-
transit routing packets or determine whether the required secu-
rity attributes can be satisfied, therefore drop all such packets.
. Only the nodes with the correct key can read the header and
forward the packet. So if a packet has reached the destination,
it must have been propagated by nodes having the same trust
level.

SAR approach can be extended to any routing protocol.
However, it has been presented as an extension of AODV.
Most of AODV’s original behavior such as on-demand discov-
ery using flooding, reverse path maintenance and forward path
setup via RouteRequest and RouteReply (RREP) messages is
retained. The RREQ (Route REQuest) and the RREP (Route
REPly) packets formats are modified to carry additional secu-
rity information. The RREQ packet has an additional field
called RQ_SEC_REQIREMENT that indicates the required
security level for the route the sender wishes to discover. This
could be a bit vector. An intermediate node at the required trust
level, updates the RREQ packet by updating another new field,
RQ_SEC_GUARANTEE field. The RQ_SEC_GUARANTEE
field contains the minimum security offered in the route. This
can be achieved if each intermediate node at the required trust
level performs an ‘AND’ operation with RQ_SEC_GUARAN-
TEE field it receives and puts the updated value back into the
RQ_SEC_GUARANTEE field before forwarding the packet.
Finally the packet reaches the destination if a route exists. In
the RREP packet one additional field is also added. When an
RREQ successfully traverses the network to the sender, the
RQ_SEC_GUARANTEE represents the minimum security
level in the entire path from source to destination. So the des-
tination copies this from the RREQ to the RREP, into a new
field called RP_SEC_GUARANTEE field. The sender can use
this value to determine the security level on the whole path,
since the sender can find routes which offer more security than
asked for, with which he can make informed decisions.

A major drawback in SAR is that it involves significant
encryption overhead, since each intermediate node has to per-
form encryption/decryption operation.. Also, the nodes are
classified based on the level of trust. This creates a hierarchi-
cal trust based network. SAR evaluates the rust level of routes
based only on hierarchy. This hierarchy is pre-determined and

therefore implies that the trust level of the nodes is static.
Furthermore, nodes can spoof each others’ trust level. This
can be avoided only by using tamper-proof hardware. The
protocol could also create a bottleneck if most of the nodes
request routes with high trust level. The protocol in general
does not scale well.

3.3 TORA

In TORA [46], routs are defined by a Directional Acyclic
Graph (DAG), rooted at the destination node. To create the
DAG, nodes use a height metric, consisting of five parameters:
logical time of link failure, unique ID of the node defining the
new reference level, reflection indicator bit, a propagation
ordering parameter with respect to common reference level
and unique ID of node. These five parameters are identified in

parenthesis in Figure 12. Three types of control packets are
used: query (QRT), update (UPD), and clear (CLR). QRT mes-
sages are flooded to all intermediate nodes until the destination
node is reached and upon which a UPD message is used to
update nodes along the reverse path from destination to source.
UPD messages are also used to indicate link failure. A CLR
broadcast is sent throughout the network to clear invalid routes.
Figure 7 shows an example DAG of the connecting nodes and
their heights after QRT and UPD messages have flooded the net-
work and a path is found between nodes A and H.

In 3-dimension, it is possible to imagine the “height” of
source being taller than that of the destination and the flow of
data/route will be analogous to that of water flowing down from
a higher to lower ground. The process of establishing the DAG
is similar to the query and reply process as proposed in a Light-
weight Mobile Routing (LMR) [34]. Upon link failures, route
maintenance is necessary to re-establish the DAG rooted at the
same destination. As shown in Figure 8 (b), the link failure at
node D generates a new reference level, resulting in a propaga-
tion of reaction of link reversal, which effectively reflects the
changes in adoption to the new reference. The effective new
DAG is shown in Figure 8 (d) with the isolated and disconnect-
ed network consisting of nodes B, C, and D.

As timing is an important factor within the height metric,
synchronization of timing is important for effectively execut-
ing TORA routing. This is sometimes achieved through an
external clock source such as GPS. However, not all mobile
devices are GPS enabled, and therefore, this routing protocol
will pose a considerable challenge for wide spread deployment
and inter-operability for heterogeneous mobile devices.

3.3.1 SPREAD — The basic idea of SPREAD [36] is to trans-
form a secret message into multiple shares by secret sharing
schemes and then deliver the shares via multiple independent
paths to the destination so that even if a small number of nodes
that are used to relay the message shares are compromised, the
secret message as a whole in not compromised. Figure 9,
shows SPREAD mechanism. 

The node could make the final decision whether a message
is delivered at certain time instant according to the security
level and the availability of multiple paths. Also, the chosen set
of multiple paths maybe changed from time to time to avoid
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any potential capture of those multiple paths. SPREAD is a
mechanism to distribute the secrecy, first by secret sharing
algorithm at the source node and then by multi-path routing
while shares are delivered across the network, so that in the

event that a small number of shares are compromised, the
secret as a whole will not be compromised.

SPREAD considers the security when massages are trans-
mitted across the network, assuming the source and destina-
tion are trusted. SPREAD, scheme can not address the confi-
dentiality alone. It only statistically enhances such service.
For example, it is still possible for adversaries to compro-
mise all the shares, e.g. by collusion.

3.3.2 ARAN — ARAN [51] or Authenticated Routing for Ad
hoc Networks detects and protects against malicious actions
by third parties and peers in an ad hoc environment. ARAN
introduces authentication, message integrity, and non-repudi-
ation. It is composed of two distinct stages. The first stage is
simple and requires little extra work from peers beyond tra-
ditional ad hoc protocols. Nodes that perform the optional
second stage increase the security of their route, but incur
additional cost for their ad hoc peers who may not comply
(e.g., if they are low on battery resources).

ARAN makes use of cryptographic certificates for the
purposes of authentication and non-repudiation. Stage 1
contains a preliminary certification stage and a mandatory
end to end authentication stage. It is a lightweight stage and
does not demand too many resources. ARAN requires the
use of a trusted certificate server T. Before entering the ad
hoc network, each node requests a certificate from T. For a
node A,

T -> A: CertA = [IPA, KA+, t, e] KT

The certificate contains the IP address IPA of node A, the
public key KA of node A, a timestamp t of when the certifi-
cate was created, and a time e at which the certificate expires.
These variables are concatenated and signed by T. All nodes
must maintain fresh certificates with the trusted server and
must know T’s public key. The goal of Stage 1 is for the
source to verify that the intended destination was reached. In
this stage, the source trusts the destination to choose the
return path.

Stage 2 is performed only after Stage 1 has been success-
fully executed. This is because the destination certificate is
required in Stage 2. This stage is primarily used for discovery
of shortest path in a secure fashion. Since a path is already
discovered in Stage 1, data transfer can be pipelined with
Stage 2)’s shortest path discovery operation.

ARAN is an on-demand protocol. Nodes keep track of
whether routes are active. When no traffic has occurred on an
existing route for that route’s lifetime, the route is simply de-
activated in the route table. Data received on an inactive route
causes nodes to generate an Error (ERR) message that travels
the reverse path towards the source. Nodes also use ERR
messages to report links in active routes that are broken due
to node movement. All ERR message must be signed. For a

route between source A and destination X, a node B generates
the ERR message for its neighbor C as follows: 

B -> C: [ERR, IPA, IPX, CertC, NB, t] KB- 
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This message is forwarded along the path towards the
source without modification. A nonce and timestamp ensures
the ERR message is fresh. Because messages are signed, mali-
cious nodes cannot generate ERR messages for other nodes.
The non-repudiation provided by the signed ERR message
allows a node to be verified as the source of each ERR mes-
sage that it sends. A node which transmits a large number of
ERR messages, whether the ERR messages are valid or fabri-
cated, should be avoided.

ARAN attempts a best effort key revocation that is backed
up with limited time certificates. In the event that a certificate
needs to be revoked, the trusted certificate server, T, sends a
broadcast message to the ad hoc group that announces the rev-
ocation. Calling the revoked certificate cert r, the transmission
appears as:

T -> broadcast: [revoke, CertR] KT- 

Any node receiving this message re-broadcasts it to its
neighbors. Revocation notices need to be stored until the
revoked certificate would have expired normally. Any neigh-
bor of the node with the revoked certificate needs to reform
routing as necessary to avoid transmission through the now-
un-trusted node.

This method is not failsafe. If an un-trusted node, whose
certificate is being revoked, is the only link between two parts
of an ad hoc network, it may not propagate the revocation mes-
sage to the other part - leading to a partitioned network. To
detect this situation and to hasten the propagation of revoca-
tion notices, when a node meets a new neighbor, it can
exchange a summary of its revocation notices with that neigh-
bor. If these summaries do not match, the actual signed notices

can be forwarded and re-broadcasted to restart propagation of
the notice.

3.4 Other Ad Hoc Reactive Routing Protocols

Location-Aided Routing protocol (LAR) [33] utilizes the
location information for improving the efficiency of routing
by reducing the control overhead. LAR assumes the avail-
ability of the Global Positioning System (GPS) for obtaining
the geographical position information necessary for routing.

Associatively-Based Routing (ABR) [55] protocol is a
distributed routing protocol that selects routes based on the
stability of the wireless links. It is a beacon-based, on
demand routing protocol. A link is classified as stable or
unstable based on its temporal stability. The temporal stabili-
ty is determined by counting the periodic beacons that a node
receives from its neighbors.

Signal Stability Based Adaptive routing protocol (SSA)
[15] is an on demand routing protocol that uses signal stabil-
ity as the prime factor for finding stable routes. This protocol
is a beacon-based protocol, in which the signal strength of the
beacon is measured for determining link stability. The signal
strength is used to classify a link as stable or unstable. This
protocol consists of two parts: forwarding protocol (FP) and
dynamic routing protocol (DRP). These protocols use an
extended radio interface that measures the signal strength

from beacons. DRP maintains the routing table by interacting
with the DRP processes on the other hosts. FP performs the
actual routing to forward a packet on its way to the destination.

Flow Oriented routing protocol (FORP) [54] is an on
demand routing protocol that employs a prediction based multi
hop handoff mechanism for supporting time sensitive traffic in
ad hoc wireless networks. This protocol has been proposed for
IPv6 based ad hoc wireless networks where quality of service
(QoS) needs to be provided. The multi hop handoff is aimed at
alleviating the effects of path breaks on the real time packet
flows.

None of the above routing protocols has discussed security
issues. LAR is aimed at reducing routing overhead, ABR
focuses on establishing a stable route, SSA strives to establish
stable next hop links,, and FORP supporsthe routing of time
sensitive traffic. 

4. PROACTIVE ROUTING PROTOCOLS

In proactive or table driven routing protocols, such as DSDV
[48] or OLSR [9], every node maintains the network topology
information in the form of routing tables by periodically
exchanging routing information. Routing information is gener-
ally flooded in the whole network. Whenever a node requires
a path to a destination, it runs an appropriate path finding algo-
rithm on the topology information it maintains.

4.1 DSDV

Destination Sequenced Distance Vector protocols (DSDV) [48]
is based on Bellman-Ford shortest path algorithm. Each node
has a table, which contains the shortest path to every other node
in the network. These tables are constantly updated and for-
warded to other nodes in the network whenever a change is
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detected. When a node receives an update it can either update
the tables or hold it for a while in order to select shortest rout.
Figure 10 shows an example where node 1 is the source and
node 15 is the destination. The routing table of node 1, Table
III, shows that the shortest route to the receiving node is
through node 8 while the distance to it is 4 hops. When broken
link is detected, the end node initiates a table update. The
update message has “infinity” assigned to it and sequence num-
ber for that destination. When a node receives a message with
infinity weight it quickly forwards it to neighboring nodes.

For example if node 11 moves to different location and
communication is lost between 14 and 10, node 10 detects bro-
ken link and sets the broken link between them to infinity. The
“infinity message” starts the table update process. Each update
might increase or decrease the number of hops between any
two nodes. In this example, the distance between 1 and 14 has
increased from 3 to 5 hops.

Incremental update let wireless network be easily incorpo-
rated. The update creates lots of traffic and slows the network
down. Nodes need to wait for a table update message by the
same destination node creating delays. The sequence number
tags are used to prevent the formation of loops, to counter the
count-to infinity problem and for faster convergence.

4.1.1 SEAD — Secure Efficient Ad hoc Distance vector SEAD
[24] is based on DSDV [48] and designed mainly to overcome
security attacks such as DoS and resource consumption
attacks. The protocol uses a one-way hash function and does
not involve any asymmetric cryptographic operation.

SEAD uses authentication to differentiate between updates
that are received from non-malicious nodes and malicious
nodes. This minimizes resource consumption attacks caused
by malicious nodes. SEAD used a one way hash function for
authenticating the updates, discussed earlier in section 2.

SEAD avoids routing loops unless the loop contains more
than one attacker. SEAD would not be able to overcome
attacks where the attacker uses the same metric and sequence
number that were used by the recent update message and sends
a new routing table.

4.2 OLSR

The Optimized Link State Routing Protocol (OLSR) [9] is a
proactive link state routing protocol. The details of the OLSR
can be found in IETF’s RFC 3626 [42]. There are two types of
control messages used in OLSR: Hello message and Topology
Control (TC) message .

Hello messages are used to build the neighborhood of a
node and to discover the nodes that are within the vicinity of
the node. These messages are also used to compute the multi-
point relays of a node. OLSR uses the periodic broadcast of
Hello messages to sense the neighborhood of a node and to
verify the symmetry of radio links. The Hello messages are
received by all one-hop neighbors, but are not forwarded. For
every fixed interval, known as Hello Interval, the nodes broad-
cast hello messages. Hello messages also allow the nodes to
discover their two-hop neighbors since a node can passively
listen to the transmission of its one-hop neighbor. The status of
these links with the other nodes in its neighborhood can be
asymmetric, symmetric or MultiPoint Relay (MPR). A sym-
metric link means that connectivity is bi-directional, whereas
asymmetric links are unidirectional. Given the set of one-hop
and two-hops neighbors, a node can then proceed to selects its
multipoint relays, which will enable the node to reach out to all
the neighbors within a two-hop range. Every node k will keep
a MPR selector set, which contains all the nodes that has
selected node k as a MPR. Hence, node k can re-broadcast
messages received only from the nodes found in the MPR
selector set [50].

Topology Control (TC) messages contains the MPR selec-
tor set information of a particular node k. These TC messages
are broadcast periodically, within the TC interval, to other
MPRs, which can further relay the information to their MPRs.
Thus, any node within a network can be accessed either direct-
ly or through the MPRs. With the neighborhood and topologi-
cal information, nodes can construct the entire network routing
table. Routing to other nodes is calculated using the shortest
path algorithm such as Dijkstra’a algorithm. Sequence num-
bers are used to ensure that the routing update information is
not stale. Whenever there are changes to the topology or with-
in the neighborhood, the MPR set is re-calculated. Updates are
sent to the entire network so that the routing has to be re-cal-
culated to update the route information to each known destina-
tion in the network.

As specified above, hello messages are exchanged only
between one-hop neighbors. Since the size of the MANET can
be considerable, there is a need for a more efficient way of dis-
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TABLE III
ROUTING TABLE FOR NODE 1.

Dest Next Node Dist Seq No

2 8 2 12

3 3 1 23

4 8 3 37

5 6 2 49

6 6 1 67

7 6 3 111

8 8 1 128

9 6 4 134

10 8 2 155

11 8 4 167

12 8 3 170

13 8 4 173

14 8 3 182

15 8 4 185



seminating topological information. The traditional method
would be full flooding of the network. While simple in imple-
mentation, it is not efficient since a great many control packets
overheads are generated and not all are useful. MPR concept
has been designed to reduce these control overheads by allow-
ing selective flooding to occur. Only selected MPR nodes are
allowed to re-broadcast topological information.

In general, the routing traffic sent and received in DSR and
TORA is much better than AODV and OLSR. However, the
network delay, Figure 11, in AODV and OLSR is much better
than DSR and TORA.

These results are very important when designing a secure
ad hoc routing protocol where the network resources are the
most important factors in determining the successful of the
protocol. For example, if our main goal when design a secure
protocol is to have a low routing traffic, then we should start
our design by some type of mechanism similar to DSR and
TORA. On the other side, if our main goal (other than securi-
ty) is the delay in the network, then we should think about a
mechanism similar to what have been implemented in AODV
and OLSR. OLSR does not provide any type of security.

4.2.1 SLSP — SLSP [44] is a secure link state protocol, which
uses digital signature and one-way hash chains to ensure the
security of link-state updates. SLSP is a periodic protocol that
receives link-state information through a periodic Neighbor
location protocol. As part of the Neighbor Lookup Protocol
(NLP), each node broadcasts a signed pairing between its IP
address and its MAC address. A node’s NLP can notify SLSP
when one MAC address uses two IP addresses, when two
MAC address claim the same IP address, and when another
node uses the same MAC address as the detecting node.

These protocols ensure some level of integrity of MAC and
IP addresses within a two hop radius. SLSP link state updates
are signed and propagated limited number of hops. In SLSP
link state updates would have a maximum hop count equal to
a zone radius. To ensure that an SLSP update does not travel
too many hops, each update includes a hop count representing
the number of hops traveled by the SLSP updates. As in SEAD
and SAODV a hash chain is used to authenticate the hop count,
and the hash chain values are authenticated using the hash
chain’s anchor, which is included in the signed portion of the
SLSP link state update.

A disadvantage in SLSP is that nodes that relay or generate
fewer link state updates are given priority over any node that

sends more link state updates. As in SRP, an attacker can
masquerade as a victim node and flood the victim’s neighbors
with link-state updates that appear to originate at the victim.
Although the victim might be able to detect the attack, due to
NLP’s duplicate MAC address detection functionality, the
victim will have no way to protest.

4.3 Other Ad Hoc Proactive Routing Protocols

The Cluster head Gateway Switch Routing protocol (CGSR)
[8] uses a hierarchical network topology, whereas most of the
other table driven routing approaches that employ flat topolo-
gies. CGSR organizes nodes into clusters, with coordination

among the members of each cluster entrusted to a special node
named cluster-head. This cluster head is elected dynamically
by employing a least cluster change algorithm. According to
this algorithm, a node ceases to be a cluster-head only if it
comes under the range of another cluster head, where the tie is
broken either using the lowest ID or highest connectivity algo-
rithm.

Source-Tree Adaptive Routing protocol (STAR) [18] is a
variation of table driven routing protocols with the Least
Overhead Routing Approach (LORA) as the key concept
rather than the Optimum Routing Approach (ORA) that was
employed by earlier table driven routing protocols. The ORA
protocols attempt to update the routing information quickly
enough to provide optimum paths with respect to defined met-
ric (which may be the lowest number of hops(, but with
LORA, the routing protocol attempts to provide feasible paths
that are not guaranteed to be optimal, but involve much less
control overhead.

The Wireless Routing Protocol (WRP) [41], similar to
DSDV, inherits the properties of the distributed Bellman
FORD algorithm. It differs from DSDV in table maintenance
and in the update procedure. While DSDV maintains only one
topology table, WRP uses a set of tables to maintain more
accurate information.

The Hierarchical State Routing (HSR) protocol [29] is a
distributed multi-level hierarchical routing protocol that
employs clustering at different levels with efficient member-
ship management at every level of clustering. The use of clus-
tering enhances resource a location and management.

The Fisheye State Routing (FSR) protocol [29] is a gener-
alization of the GSR [7] protocol. FSR uses the fisheye tech-
nique to reduce information required to represent graphical
data to reduce routing overhead. The basic principle behind
this technique is the property of the fish’s eye that can capture
pixel information with greater accuracy near its eyes focal
point. This property is translated to routing in ad hoc networks
by a node, keeping accurate information about nodes in its
local topology, and not so accurate information about far away
nodes, the accuracy of the network information decreased with
increasing distance.

5. HYBRID ROUTING PROTOCOLS

Hybrid routing protocols such as ZRP [20] and SRP [23] are
protocols that combine the best features for both reactive and
proactive routing protocols. For example, nodes communicate
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with their neighbors using proactive routing protocols and
communicate with far distance nodes using reactive routing
protocols.

5.1 ZRP

Zone Routing Protocol (ZRP) [20] is a hybrid of both proac-
tive and reactive ad hoc routing protocols. Every node has an
intra-zone mechanism and extra-zone mechanism. When the
node wants to work in the intra-zone, it will communicate
using any proactive ad hoc routing protocol, such as DSDV.
When the node wants to communicate outside the intra-zone
(which is the extra-zone), it will use one of the reactive ad hoc
routing protocol, such as DSR or AODV.. 

5.1.1 SRP — SRP [23] does not attempt to secure Route Error
packets but instead delegates the route maintenance function to
the secure route maintenance portion of the Secure Manager
Transmission protocol. SRP uses a sequence number in the
Request to ensure freshness, but this sequence number can
only be checked at the target. SRP requires a security associa-
tion only between communicating nodes and uses this security
association just to authenticate Route Requests and Route
Replies through the use of message authentication codes. At
the target, SRP can detect modification of the Route Request,
and at the source, SRP can detect modification of the Route
Reply.

SRP does not attempt to prevent unauthorized modification
of fields that are ordinarily modified in the course of forward-
ing these packets. For example, a node can freely remove or

corrupt the node list of a Route Request packet that it forwards.
Because SRP requires a security association only between

communicating nodes, it uses extremely light-weight mecha-
nisms to prevent other attacks. For example, to limit flooding,
nodes record the rate at which each neighbor forwards
RouteRequest packets and gives priority to Request packets
sent through neighbors that less frequently forward the
Request packets. Such mechanisms can secure a protocol when
few attackers are present, however, such techniques provide
secondary attacks such as sending forged RouteRequest pack-
ets to reduce the effectiveness of a node’s authentic Route
Requests. 

SRP does not attempt to address the route maintenance
question. In SRP, as in Ariadne, multiple Replys are returned
for each Request; nodes use secure message transmission
(SMT) to ensure successful delivery of data packets, In SMS,
data messages are split into packets using secret sharing tech-
niques so that if M out of N such packets are received, the mes-
sage can be reconstructed.

5.2 OTHER HYBRID AD HOC ROUTING PROTOCOLS

CORE EXTRACTION

Distributed Ad hoc Routing (CEDAR) [52] integrates routing
and support for QoS. It is based on extracting core nodes (also
called as a dominator nodes) in the network, which together
approximate the minimum dominating set. A dominating set
(DS) of a graph is defined as a set of nodes in the graph such
that every node in the graph either present in the DS or is a
neighbor of some node present in the DS. There exists at least
one core node within three hops. The DS of the least cardinal-
ity in a graph is called the minimum dominating set. Nodes
that choose a core node as their domination node are called
core member nodes of that core node.. The path between two
core nodes is termed as a vertical link. CEDAR employs a dis-
tributed algorithm to select core nodes. The selection of core
nodes represents the core extraction phase.

Zone based Hierarchical Link State (ZHLS) routing proto-
col [30] is a hybrid hierarchical routing protocol that uses the
geographical location information of the nodes to form none
overlapping zones. A hierarchical addressing that consists of a
zone ID and a node ID is employed. A main disadvantage of
this protocol is the additional overhead incurred in the creation
of the zone level topology.

The definition of each attack is listed in Table IV. Each
secure version of the above proposed protocols aims to solve
one or more network attack through increasing the confiden-
tiality of the network using encryption techniques. Trust as a
measure of data certainty without using encryption techniques
has not discussed well in the proposed protocols.

6. CONCLUDING REMARKS

In this paper we have presented different reactive, proactive
and hybrid ad hoc routing protocols. The secure versions of
each of the proposed protocols have also been reviewed.
Traditionally, a secure ad hoc network has to meet different
security requirements, Confidentiality, Integrity, Availability,
Authentication and non-repudiation. Different digital attacks

IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 10, NO. 4, FOURTH QUARTER 2008 91

TABLE IV
DEFENSE AGAINST ATTACKS.

Attack
Targeted

Layer
Proposed Solution

Jamming
Physical and

MAC
FHSS, DSSS

Wormhole Network Packets Leashes [25]

Blackhole Network [13, 59]

Byzantine Network [1]

Resource
consumption

Network SEAD [24]

Information
Disclosure

Network SMT [45]

Location
disclosure

Network SRP[58], NDM [16]

Routing attacks Network
[27], SEAD [24], ARAN [51], ARI-

ADNE [26]

Repudiation Application ARAN [51]

DoS Multi-layer SEAD [24], ARIADNE [26]

Impersonation Multi-layer ARAN [51]



have been developed to undermine the security of mobile
Adhoc networks. These attacks are listed in Table IV. Table IV
summarizes the routing protocols in terms of proposed solu-
tions to withstand different network attacks.

Most of the existing work has focused on confidentiality
and integrity. Few works have been done on availability. In
more recent works trust based routing in MANETs has gained
some interest.

Trust is playing a growing security role in an open environ-
ment where unknown devices can join or leave the system at
anytime. Also, due to limited processing and battery power,
existing encryption based security mechanism appear too bur-
densome to be considered viable solutions. As defined in [14],
trust is an assessment based on experience that is shared
through networks of people.” These shared experiences lead to
trust development that augments and decays with time and fre-
quency of interactions. Since communication is becoming per-
vasive, and pervasive security is called for [14], it is only nat-
ural to use the notion of pervasive trust [35] where trust rela-
tionships are ubiquitous throughout the system. Trust can be
used as a measure of certainty for a given operation such as
routing in a network. In a more recent work, Pirzada et al [52]
has presented a comparison of trust based reactive protocols.

Trust-Aware Routing Protocol (TARP) [62] has been pro-
posed as a secure-trusted Ad-hoc routing protocol. In TARP
security is inherently built into the routing protocol where each
node evaluates the trust level of its neighbors based on a set of
attributes [63]. TARP trust routing mechanism is based on the
basic idea of neighborhood trust where the trust-level of a node
is based on its reputation among its neighbors [64].
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