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Introduction to Wireless Sensor
Networks



Vireless sensor networks (WSNSs)

 What is a Wireless Sensor Network ?
 What is the typical node architecture ?
* How is a network organized ?

 What are the relevant aspects of networking
protocols ?

* How to design protocols for control and
automation ?



Sensor

e A transducer

« Measures a physical phenomenon e.qg. heat, light, motion,
vibration, and sound and transmits it

Sensor node

e Basic unit in sensor network

 Contains on-board sensors, processor, memory, transceiver,
and power supply

Sensor network

* Consists of a large number of sensor nodes

* Nodes deployed either inside or close to the
phenomenon/parameter being sensed
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Typical sensor
characteristics

Consume low power

Autonomous

Operate in high volumetric densities
Adaptive to environment

Cheap

Limited resources & capabilities (e.g., memory, processing,
battery)



 Wireless sensor and actuator networks (WNSs) make
Internet of Things possible

 Computing, transmitting and receiving nodes, wirelessly
networked for communication, control, sensing and
actuation purposes

Characteristics of WNSs

* Battery-operated nodes

* Limited wireless communication
* Reduced coordination

 Mobility of nodes



Environmental Applications

 Forest fire detection

* Bio-complexity mapping of
environment

* Flood detection

* Precision Agriculture
* Air and water pollution
* Surveillance & monitoring



Environmental Monitoring

SensorScopa Weather Station hMap
SLF deployment
Local time: 08532 CEST (UTCH2)
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Goals

* Understanding better the overall
behavior of migratory Wrynecks
(endangered species) and therefore
actively intervene for improving his
survivability

* Monitoring nest passages. hunting
movements, environmental cues
(e.g.. temperature inside and outside
the nest)

* No networking
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App#3:Ecosystem Monitoring

Science

* Understand response of wild populations (plants and animals) to habitats
over time.

* Develop in situ observation of species and ecosystem dynamics.

Techniques

* Data acquisition of physical and chemical properties, at various
spatial and temporal scales, appropriate to the ecosystem, species and
habitat.

» Automatic identification of organisms
(current techniques involve close-range
human observation).

* Measurements over long period of time,

taken in-situ.

* Harsh environments with extremes in
temperature, moisture, obstructions, ...

Source: D. Estrin, UCLA



Monitoring the archeological site at DIS
[Soprintendenza Archeologica di Roma
Barrano, Leoni]
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App#1: Seismic S

Interaction between ground motions and
structure/foundation response not well
understood.

— Current seismic networks not spatially
dense enough to monitor structure
deformation in response to ground motion. to
sample wavefield without spatial aliasing.

Science

— TUnderstand response of buildings and
underlying soil to ground shaking

— Develop models to predict structure response
for earthquake scenarios.

Technology/Applications

— Identification of seismic events that cause
significant structure shaking.

— Local. at-node processing of waveforms.
— Dense structure monitoring systems.
ENS will provide field data at sufficient

densities to develop predictive models of
structure. foundation. soil response



« 38 strong-motion seismometers in 17-story steel-frame Factor Building.
+ 100 free-field seismometers in UCLA campus ground at 100-m spacing
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» Science

— Understand intermedia contaminant
transport and fate in real systems.

e Water Well — Identify risky situations before they
become exposures. Subterranean

Soil Zone

deployment.

7 * Multiple modalities (e.g., pH,
redox conditions, etc.)

* Micro sizes for some
applications (e.g., pesticide
transport in plant roots).

| * Tracking contaminant “fronts”.

"« At-node interpretation of
potential for risk (in field
deployment).

Source: D. Estrin. UCLA



 Environmental Micro-Sensors

— Sensors capable of
recognizing phases in
air/water/so1l mixtures.

— Sensors that withstand
physically and chemically
harsh conditions.

Contaminant
plume

— Microsensors.

* Signal Processing

> — Nodes capable of real-time
analysis of signals.

— Collaborative signal
processing to expend
energy only where there is

Source: D. Estrin. UCLA risk.



Military Applications

* Monitoring friendly forces, equipment, and ammunition

Battlefield surveillance
* Reconnaissance of opposing forces and terrain

* Targeting

Battle damage assessment

* Nuclear, biological, and chemical attack detection



Health Applications

* Telemonitoring of human physiological
data

* Tracking and monitoring doctors and
patients inside a hospital

* Drug administration in hospitals



Automotive Applications

* Reduces wiring effects

* Measurements in chambers and
rotating parts

* Remote technical inspections

* Conditions monitoring e.g. at a
bearing
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oss Sensor Networks in Intelligent Transportation System

The wirelless systems are everywhere even in
the places that we never thought,one of the
its uses is to traffic lights and signs.




Underwater Acoustic Sensor
Networks
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Other Commercial Applications

* Environmental control in office
buildings (estimated energy savings
$55 billion per year!)

* Interactive museums

* Detecting and monitoring car thefts
* Managing inventory control

* Vehicle tracking and detection
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Tagged products

Source: Joao Da Silva’s talk at Enisa, July 20th, 2008



Factors Influencing WSN Design

* Fault tolerance

e Scalability

* Production costs
 Hardware constraints
 Sensor network topology
* Environment

* Transmission media

* Power Consumption

Sensing
e Communication

Data processing

e Clock skew

e Radio turn-on time



Key Software Requirements

Capable of fine grained concurrency
Small physical size

Efficient Resource Utilization

Highly Modular

Self Configuring
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Habitat/Ecophysiology Applications

* Duverse sensor sizes (1-10 cm), spatial sampling itervals
(1 cm - 100 m), and temporal sampling intervals (1 ms -
days), depending on habitats and organisms.

« Naive approach — Too many sensors —Too many data.
— In-network, distributed iformation processing

« Wireless communication due to climate. terram, thick
vegetation.

« Adaptive Selt-Organization to achieve reliable, long-lived,
operation i dynamic, resource-limited, harsh environment.

* Mobility for deploying scarce resources (e.g., high
resolution sensors).

Source: D. Estrin. UCLA
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cample of sensor: camera

Camera networks:

* Cameras provide rich information

* Have wider and longer sensing range
But

* Consume more power

* Increased memory/storage requirements



mple of sensors: RF reader & RFID tag

<3 Antennas >
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Reader

at the size of a modem with 2
Omni-directional Antennas on
it.

The M200 reader provides an
RS-232 port and an Ethernet
RJ-45 port to communicate
with a PC.

« Managing inventory control
* Vehicle tracking and detection



>ensor node components
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Sensor Node Components

Sensing Unit

Processing Unit

Transceiver Unit

Power Unit

Location Finding System (optional)
Power Generator (optional)
Mobilizer (optional)



Sensor Node Requirements

* Low power

* Support multi-hop wireless
communication

* Self-configuring

* Small physical size

« Reprogrammable over network
 Meets research goals

* Operating system exploration
* Enables exploration of algorithm space
* Instrumentation



Transceiver
device

Memory

Controller

sensors/
actuators

Power supply
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Data aggregation

architectures
* Cluster heads collect and process data, then
they transmit the data to a
gateway/server/controller

* Gateway collects all data or samples and
performs the aggregation, then they send
the data to server/controller

* Gossiping algorithms or routing algorithms
across the WSN

* Specific node(s) route data to the gateway



Clustering

= Creates hierarchy T T —

m Useful for:

»s Hierarchical routing

s Address assignment -
Cluster 2

m Radio resource allocation
Cluster2 @i—— g
= |n ad hoc networks: P

-
- )

-

s Distributed algorithm Cluster 1 =4

s Online algorithms ﬁ

s Adaptive to mobility
Makes dynamic networks look less dynamic.

L
MoMuC 2003 - Tutorial Ad Hoc Networking® Chr. Bettstetter, H. Hartenstein, M. Mauve



Clusterhead <weight>

* Has largest weight in its neighborhood
* Two clusterheads can not be
neighbors

Ordinary node <weight>

» Joins the neighboring clusterhead
with the largest weight.

Cluster
* two hop size



What is a ,good" clustering algorithm?

Load on clusterheads (traffic and processing):
bottlenecks?

Message complexity: Number of messages after a
change In the topology until a valid cluster structure is
re-achieved.

Convergence time complexity: Number of time steps
after a change in the topology until a valid cluster
structure Is re-achieved.

Routing table size and routing optimality (hierarchy)
Decision speed (required neighbor knowledge)

Level of adaptability (which parameters are adaptive?)
Asynchronous operation

Cluster stabllity



Sensor Network Algorithms

* Directed Diffusion - Data centric routing (Estrin, UCLA)
 Sensor Network Query Processing (Madden, UCB)

* Distributed Data Aggregation

* Localization in sensor networks (UCLA, UW, USC, UCB)
* Multi-object tracking/Pursuer Evader (UCB, NEST)

* Security



Controller

Microcontroller-general purpose processor, optimized for embedded
applications, low power consumption

DSPs-optimized for signal processing tasks, not suitable for WSNs
FPGAs-may be good for testing

ASICs-only when peak performance is needed 7,no flexibility
Example microcontrollers

e Exas Instuments MSP430

* 16-bit RISC core,up to 4MHz,versions with 2-10 kbytes RAM, several
DACs, RT clock, prices start at 0,49%

* Fully operational 1.2 mW

 Deepest sleep mode 0.3uW-only woken up by external interrupts
Atmel ATMega
e 8-bit controller, larger memory than MSP430,slower
 Operational mode:15mW active,6 mW idle

* Sleep mode :75uW



WSN Operating
Systems

TinyOS
Contiki
MANTIS
BTnut
SOS
Nano-RK

ATO TEXVOAOYLKAC MAEVPAC TO KLPLOTEPO MPATUTIO TIOL
xpnotuomnoteital orjpepa elval to IEEE 802.15.4.

TO HEYAADTEPO MAEOVEKTNUA TOL £lval OTL IPOCPEPEL
LKOVOTIOLNTLKA TIoLdTNTA LTIINPECIAC UE TNV XAUNAOTEPN
duvaTh KATavAAWGON EVEPYELOG.

MNavw oe avtod £xeL oTNPLXBel TOo MPWTOKOAAO Zigbee to
omolo xpnotuomnoleital Katd KOpov amnd ta AlKTua
AlLoBNTrpWVY CNUEPA.

Ta teAevTala xpovia OUWCE £XOLV KAVEL TNV EUPAVLON
TOUC KOl AELTOUPYLKE CLOTAMATA Yo aLoONTAPEC
avolYTol Kwdka, pe kuptdétepa ta TinyOS kat Contiki.
Eneldni akplBwc elvat avolytol KWOLKA AOYLOMLKE, £XOULV
apxloeL va xpnoLuomoLlodvTal KATA KOPOoV yLa
£PELVNTIKOUC OKOTIOUC, ME ATIOTEAECHA OAOEVA KOl
MEPLOOOTEPOL KATAOKEVAOTEC ALONTAPWY va TA
vrtootnpeifovv ota NMPOLOévVTA TOULC.



Cooja & Contiki

Advantages:
Open source
Low learning curve
Full IP networking
Power awareness
Support for IPv6, RPL, threads, Cooja network simulator

Support a variety of hardware platforms (Tsky, MicaZ, Avr-raven,
Z1)

Disadvantages:
Lack of detailed documentation

Performance scalability issues when the number of motes is
large



Cooja & Contiki

Advantages:
Open source
Low learning curve

Allows direct code loading from Cooja to real motes- > deployment
time minimization Support for:

Different type of radio propagation models

IEEE 802.15.4, ContikiMAC

IPv4, IPv6, 6LOWPAN

RPL, AODV

TCP/UDP/ICMP

different types of motes (Z1, Tsky, TelosB, etc)
Disadvantages:

Lack of detailed documentation

Parfortmnance calahilitrys icciiaec wwhean the nitimher af motrac ic Iarae



TinyOS

* OS/Runtime model designed to manage the
high levels of concurrency required

* Gives up IP, sockets, threads

* Uses state-machine based programming
concepts to allow for fine grained concurrency

* Provides the primitive of low-level message
delivery and dispatching as building block for
all distributed algorithms



TinyO
S

 Event-driven programming model instead of
multithreading

* TinyOS and its programs written in nesC

— Main (includes Scheduler) | /—

Application (User Components)

Actuating | Sensing Communication

Hardware Abstractions




TinyOS
Characteristics

Small memory footprint
 non-premptable FIFO task scheduling
Power Efficient
* Puts microcontroller to sleep
e Puts radio to sleep
Concurrency-Intensive Operations
* Event-driven architecture

* Efficient Interrupts and event handling

No Real-time guarantees



Tiny OS
Concepts
Scheduler + Graph of Components

. . Events
- constrained two-level scheduling commands 5
model: threads + events g o = ;;;
E E & e
Component: - e
« Commands, \WAVAVA 5
Messaglng Component
o Event HanC“erS Interngl
R g mternal thread State
* Frame (storage) S AVAY
* Tasks (concurrency) 5 %% T
Constrained Storage Model <3

 frame per component, shared stack,
no heap

Very lean multithreading

[r— W §I



MICA Sensor Mote
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8 Analog /O
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WSN Development
Platforms

Crossbow

Dust Networks
Sensoria Corporation
Ember Corporation
Worldsens



WSN
Simulators

e NS-2

* GloMoSIim

« OPNET

* SensorSim

* J]-SIm

* OMNeT++

* Sidh

 SENS




Conclusio
N

WSNs possible today due to technological
advancement in various domains

Envisioned to become an essential part of
our lives

Design Constraints need to be satisfied for
realization of sensor networks

Tremendous research efforts being made In
different layers of WSNs protocol stack
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Examples of radio transceivers

RFM TR1000 family

916 or 868 Mhz
400kHz bandwidth
Up to 115,2 kbps
On/off keying or ASK

Dynamically tunable output
power

Maximum power about 1.4
mW

Low power consumption

Chipcon CC1000

Range 300 to1000 Mhz,
programmable in 250 Hz
steps

PSK modulation
Provides RSSi

Chipcon CC2400

Implements 802.15.4
2.4 Ghz DSSS modem
250kbps

Higher power consumption than above
transceivers

Infineon TDA 525x family

E.g., 5250:868MHz
ASK or FSK modulation
RSSS, highly efficient power amplifier

Intelligent power down," self-polling"
mechanism

Excellent blocking performance



How to recharge a
battery?

Try to scavenger energy from environment

Ambient energy sources

* Light, solar cells-between 10 yW/cm? and 15mW/cm?
 Temperature gradinets - 80 pW/cm?
Vibrations - between 0.1 and 10000 pW/cms3

 Pressure varation (piezo-electric), e.qg., 330 pW/cm? from
the heel of a shoe

Air/linquid flow(MEMS gas turbines)



. =ta
“decreer uE processing

Do not run node at full operation all the
time
* If nothing to do, switch to power safe mode

* Question: When to throttle down? How to wake up
again?

Typically models

* Controller: Active, idle, sleep
e Radio mode: Turn on/off transmitter/reciever, both



IEEE 802.15.4 is the de-facto reference
standard for low data rate and low power
WNSs

Characteristics:

 Low data rate for ad hoc self-organizing network of
Inexpensive fixed, portable and moving devices

* High network flexibility
* Very low power consumption
* Low cost



IEEE 802.15.4 specifies two layers:

Application
* Physical layer i
* 2.4GHz global, 250Kbps B
* 915MHz America,40Kbps T b
* 868MHz Europe,20Kbps MAC

Py

* Medium Acces Control (MAC) layer

IEEE 802.15.5 does not specify the routing



IEEE 802.15.4
Physical Layer

Frequency bands:

e 2.4-2.4835 Ghz,global,16 channels,250 Kbps
e 902.0-928.0MHz,America,10 channels,40 Kbps

868-868.6 Mhz,Europe,1 channel,20 Kbps

Features of PHY layer

Activation and deactivation of the radio transceiver
Energy detection(ED)

Link quality indication(LQI)

Clear channel assessment (CCA)

Transmitting and receiving packet across the wireless
channel

Dynamic channel selection by a scanning a list of



|IEEE 802.15.4 standard

| Peees | Eeewn ] swe ] e
250 kbps 40 kbps 20 kbps
O-QPSK BPSK BPSK

Pseudo noise chip sequence 32 15 15

>15 ms >15 ms >15 ms
10-20 m 10-20 m 10-20 m




IEEE 802.15.4 standard

Supports two network topologies:

 Star: a node takes the role of the coordinator and all other nodes send
traffic through it (like the role of an AP in IEEE 802.11)

* peer-to-peer: a multi-hop network is formed
Supports two medium access modes:

* non-beacon-enabled mode: nodes contend through a CSMA/CA
mechanism, and

* beacon-enabled mode: a PAN coordinator activates a superframe
through a beacon.

This superframe has an active and an inactive period, with a total
duration of Bl (beacon interval). Bl and the active period of the superframe
are determined by two parameters, BO and SO, respectively. IEEE 802.15.4
does not specify the optimum values for BO and SO



Zigbee

A low-cost, low-power, wireless mesh network standard
based on IEEE 802.15.4

four main components: network layer, application layer,
ZigBee device objects (ZDOs) and manufacturer-defined

application objects which allow for customization and
favor total integration

its specification is free for use for non-commercial
purposes


http://en.wikipedia.org/wiki/Wireless_mesh_network
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Self-organized communications
for WBN

WBN Evaluation
Framework

Impact of the

environment on Communication-

On-demand specific parameters

the network Monitdrin <olf. ( k |
erformance g & . . (e.g. operationa

Iompact of co. Reporting reconﬁrg];uratlo channel.

existing & co- transmission power)

operating

clusters of WBN

Additionally can be used for:

Realization of the benchmark scenarios

Evaluation of selected protocol stacks and the resutling on-node and cooperative
network performance (e.q. lifetime, goodput, latency etc).

Ease the structural design of end-to-end communication between WBN nodes and
visualization and control system & the on-the-fly nodes reprogramming



Self-organized communications
for WBN

Design and Development of WBN Evaluation

Framework
e
Pl N
Simulation-based Small-scale experimental
framework testbed

Contiki /Cooja simulation-based IEEE 802.15.4 / 2.4GHz -based
* Flexibility in terms of network * Complementary to

scalability simulation-based
» Allows rapid code development -alx-lrf:zilte&étttljergz of network

on embedded devices . In 100% hardware

compatibility to MKFF's
testbed



WP4. Self-organized communications

for WBN

Simulation-based WBN Evaluation Framework

 Multiple sources-1 sink
architecture
e Event-driven communication,

UDP (ulP)

Initiated from WBN nodes #I—¢

(compatible to Scenario#1,#4,#5

Reliable Route
Discovery

Reliable Fleoding

Currently looking into:

* Implementation of evaluation metrics
per layer

« On-demand reconfiguration of radio
propagation characteristics @
Contiki / Cooja.

%

CSMA

(with Radie-Duty
Cycle, based on WBN
channel sensing) Protocol

l

Stack

|EEE 802.15.4
PHY

(reconfi-
gurable)




WP4. Self-organized communications
for WBN

Experimental-based WBN Evaluation

Framework
« 2 WBN clusters / 6 nodes per cluster

* Identical WBN protocol stack as simulation-based testbed (&
reconfigurable)

Gateway /
WBN uServer Visualization and
@ ® O
e —————
IEEE 802.15.4 LAN / IEEE

802.11

+ performance of 4+ Application Level
PHY / Antenna w.rt Gateway, between
industrial WBN and Gateway
environment + Increased

computational efficacy



WP4. Self-organized communications
for WBN

Experimental-

WBN Nod&gmework

based WBN Evaluation

CM5000-
SMA

Product
Name Extras Notes:
Not advisable for industrial
Indoors RF range: environments due to antenna. SMA
~30 m (without Line- |connector / Dipole antenna is not
XM1000 |of-Sight). supported.

Similar as XM1000,
less powerful. 5dBi
dipole antenna

7
_-_ =
o
i =
.
=
L)
ol e

Advisable for industrial environments,
due to antenna option. Network
compatible to XM1000 e 4

XM1000 carrying the advanced sensing functionalities - CM5000
sensing + relay nodes between XM1000 and pServer



WP4. Self-organized communications
for WBN

Experimental-based WBN Evaluation

Framework
uServer

2-stages implementation:

 Stage 1: Application-Level Gateway Functionality
(implementation on standard host machine, with mounted WBN

node)
 Stage 2: Transition of functionality at Single-Board-Computer with

mounted WBN node (to allow for portability within the industrial
plant)
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Traffic patterns in WSI\(IDC

WSN applications:

* Local collaboration when detecting a

physical phonomenon

Periodic reporting to sink

Characteristics:

Low data rates < 1000 bps
Small messages (~ 25 bytes)
Fluctuations (in time and space)

Network management

Periodic reporting

Event-driven reporting

© OO
© O OO

local gossip

wnn

O—O0—0

convergecast



The Basic Principle of Ad Hoc Networking

Mobile device communicate in peer-to-peer fashion

m Self-organizing network without the need of fixed
network infrastructure

s Multi-hop communication

m Decentralized, mobility-adaptive
operation

“The art of networking without a network”
[Frodigh et al.]

I
MohMuC 2003 — Tutonal ,Ad Hoc Networking Chr. Betistetter, H. Hartenstein, M. Mauve



Applications: Vehicular Networks

Applications

® Accident warning
" Floating car data

® Multihop extensions of Infostations



Ad Hoc Networks: Pros and Cons

Key Advantages
= No expensive infrastructure must be installed
= Use of unlicensed frequency spectrum

s Quick distribution of information around sender

Key Challenges

= All network entities may be mobile = very dynamic topology

" Network functions must have high degree of adaptability
(mobility, outage)

" No central entities = operation in completely distributed
manner

I
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Research Issues on All Layers

Application Layer

Transport Layer

Network Layer Routing, IP addressing

Clustering

Link Layer Medium Access Control (MAC)

Cooperation and Fairness
Security and Privacy
Energy Efficient Design

Physical layer

e.q. 802.11
Topology Control

Modulation Frequency hopping
Source and channel coding
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High versus low transmission power
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(a) Ad hoc network with low (b) Ad hoc network with high

transmission power transmission power
Transmission power low  high
Interference between nodes low  high
Spatial reuse of radio resources good  bad
Number of hops from source to dest, many  few
Relaying load per node high  low
Message queuing delay from source to dest.  high  low
Connectivity bad  good

from C. Betistetfer PhD thesis
I
MoMuC 2003 — Tutorial ,Ad Hoc Metworking® Chr. Betistetter, H. Hartenstein, M. Mauve



Why is Routing for Ad-Hoc Networks a Problem?

e Well known from the Internet:
m link state routing (OSPF)
m distance vector routing (RIP)

e Proactive approach:
m always maintain all routes

e Problem:

m topology changes = W

significant network traffic
m even when the route is not used

Flooding!

I
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Unicast Routing Protocols

e Many protocols have been proposed

e Some have been invented specifically for MANETSs

e Others are adapted from previously proposed protocols for wired
networks

e No single protocol works well in all environments
m some attempts made to develop adaptive protocols

[
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Routing Protocols

Proactive protocols
m Determine routes independent of traffic pattern
m Traditional link-state and distance-vector routing protocols are proactive

Reactive protocols (this tutorial)
m Maintain routes only if needed

Hybrid protocols
m Combine proactive and reactive elements

Position-based (this tutorial)
m Use the geographic position of nodes for forwarding decisions



Trade-Off

Latency of route discovery

m Proactive protocols may have lower latency since routes are maintained at
all times

m Reactive protocols may have higher latency because a route from Xto Y
will be found only when X attemptstosendto Y

Overhead of route discovery/maintenance

m Reactive protocols may have lower overhead since routes are determined
only if needed

m Proactive protocols can (but not necessarily) result in higher overhead due
to continuous route updating

Which approach achieves a better trade-off depends on the traffic and
mobility patterns



Flooding for Data Delivery

e Sender S broadcasts data packet P to all its neighbors
e Each node receiving P forwards P to its neighbors

e Sequence numbers used to avoid the possibility of forwarding the
same packet more than once

e Packet P reaches destination D provided that D is reachable from
sender S

e Node D does not forward the packet

I
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Flooding for Data Delivery

3roadcast transmission

O Represents a node that receives packet P for
the first time

------- * Represents transmission of packet P



Flooding for Data Delivery




Flooding for Data Delivery

* Node C receives packet P from G and H, but does not forward
It again, because node C has already forwarded packet P once



Flooding for Data Delivery

* Node D receives packet P from two neighbors:
potential for collision, packet may get lost despite
flooding




Flooding for Data Delivery

* Node D does not forward packet P, because node D
IS the intended destination of packet P



Flooding for Data Delivery

* Flooding completed

* Nodes unreachable from S do not receive packet P (e.g., node Z)

* Nodes for which all paths from S go through the destination D
also do not receive packet P (example: node N)

Kl Nl ™ TWMMTE Torbmmml &l I lmm Rlemdarm el b e Fmdbmdmdme 1D 0 lmretbmem bt B0 K lmoea-



Flooding for Data Delivery

* Flooding may deliver packets to too many nodes
(in the worst case, all nodes reachable from sender
may receive the packet) => High Overhead



Flooding of Control Packets

Many protocols perform (potentially /imited) flooding of control packets,
Instead of data packets

The control packets are used to discover routes
Discovered routes are subsequently used to send data packet(s)

Overhead of control packet flooding is amortized over data packets
transmitted between consecutive control packet floods



Position-based routing: building blocks

e (et own position
Positioning
o e Get current position of an (arbitrary) node
Position
Service
_ e Determine next hop

Forwardmg e based on own position, neighbor's

Strategy positions, position of the destination,

maybe also based on source’s position.

MobuC 2003 — Tutorial ,Ad Hoc Networking” Chr. Bettstetter, H. Hartenstein, M. Mauve



Directed diffusion: gradients

e [Every node maintains an ‘interest cache’ (soft state).
m Cacheentry: interest : timestamp : gradient(s)
O Gradient: r-neighbor : data rate : duration
‘Sink’ broadcasts interest periodically to all one-hop neighbors.
After receiving an interest, a node may decide to re-send the interest to
some neighbors.
m Re-broadcast; leads to flooding.
m Geographic routing.
m Based on cached data.

e ‘Datarate’ can be tuned to first find nodes that actually can responed
to an interest with moderate network load. Upon success, the data rate
IS Increased but only for ‘suitable’ paths/nodes.
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Directed diffusion: data propagation/reinforcement

Sensor node in the interest’s area sends data to all r-neighbors of this
Interest.
Nodes receiving data

m check with their interest cache

m check with their data cache

m re-send data again, maybe with ‘downconversion'.

Sink might reinforce a specific neighbor that appears to be ‘optimal’
w.r.t. some metrics.



Motivation and Definition

The ad hoc network should be connected.
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Performance of data
dissemination in an ad hoc

ExRREWOFKmeasurements:

* Average throughput for the communication
of a random pair of nodes

* Total time required for a specific message to
be transmitted to all nodes

* Average delay for a node to receive a specific
message



Capacity in an ad hoc network

Capacity decreases with node density
* an ad hoc network with N nodes
* Pairs of nodes communicating

* Source and destination nodes are randomly
chosen

Throughput Is in the order of © (W/[] (n*
log(n)))



of simple epidemic models for data dissemir

A simple epidemic model can be then used to compute the expected delay
for a message to be propagated to the population of an area, as described in

[321]. For the epidemic model, the following assumptions are made:

e A population of N peers at time 0 consists of one dataholder (the “in-
fected” node) and N — 1 queriers (the “susceptibles” ones).
e Once a peer acquires the data, the data will be locally stored permanently.

e In any time interval k. any given dataholder will transmit data to a querier
with probability ha + o(h).

It X(t) denotes the number of data holders in the population at time {, the
process { X (t), 0 < t} is a pure birth process with rate A

B (N—-k)Naa, k=1,..,.N -1
Ak = {{}, otherwise (3.2)

Thus, when there are k dataholders, each of the remaining mobiles will get
the data at a rate equal to ka. If T denotes the time until the data has been
spread amongst all the mobiles, then T' can be represented as

N-—-1

r=)> T (3.3)
1=1



Use of simple epidemic models for data
disseminatiOn (cont’d)
where T; 1s the time to go from 2 to 2 + 1 dataholders. As the T; are inde-

pendent exponential random variables with respective rates A\; = (m — 2)icv,
1= 1....m — 1, the expected value of T is given by

1 N-—-1 1




se of
Particle kinetics
classical physic
to model

S

data disseminatig

We apply a theoretical framework based on diffusion-controlled processes,
random walks and kinetics of diffusion-controlled chemical processes [280] to
model FIS. Let us first describe a diffusion process that is closely related to
information dissemination. Consider a diffusion process that takes place in
a medium with randomly distributed static traps and two types of particles,
namely, S-type (stationary traps or sinks) and M-type (mobile particles) [196].
In such a static trapping model, particles of M-type perform diffusive motion
in d-dimensional space while particles of S-type are static and randomly dis-
tributed in space. M-type particles are absorbed by S-type when they collide
with them. The simple trapping model assumes traps of infinite capacity.
The diffusion-controlled processes focus on the survival probability, that is the
probability that a particle will not get trapped as a function of time.

Rosenstock’s trapping model in d dimensions assumes a genuinely d-
dimensional, unbiased walk of finite mean-square displacement per step and
has a survival probability ¢; that for large ¢ follows

. 1 2\ (7%s)
log(¢x) ~ —allog (m)]"m“ (3.5)

where o 1s a lattice-dependent constant, and g denotes the concentration of
the independently distributed, irreversible traps.

Omne question is: when Eq. 3.5 is a useful approximation? To answer this
question, most studies have relied on simulations, but so far there is no in-
formation available on the range of validity of Eq. 3.5. In [174], Havlin et al.
presented evidence suggesting that Eq. 3.5 1s a useful approximation when

p =10 (3.6)
where p is the scaling function
|\ T
p=In (—) favs. (3.7)
l—gq

This value of p corresponds to a survival probability which is equal to 1013



Dataholders (%)

100

B0

60

40

20

Trap model (high trx power, 4 servers in 2x2) ——
FIS (high trx power, 4 servers in 2x2) ---»---
FIS (high trx power, 1 serverin 1x1) --- 3

Trap model (medium trx power, 1 server in 1x1) {1

FIS {medium trx power, 1 serverin 1x1) - JIi-

R0O 1000 1500 2000 2500 3000
Time (s)






* TCP flows
* UDP

11 Mbps Wireless LAN
d Access Point
'\ (9)

Wireless Cllent (sink) é/

Al A

Wired Client (source)

* Wired clients: senders
* Wireless clients: receivers



ut & goodput per flow in a wireless hotspot AP simulated with real-tra
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mance of an AP using emulation and “replaying” real-tra
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Cumulative Probability

Real-life delay

measurements
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Attack types & Building blocks of countermeasures

e Passive attacks /(
m get ‘content’ @
R

m profiling

e Active attacks
m fabricating or ‘stealing’ of packets
m modification of packets
m DoS attacks

e Counter measures can be based on
m cryptography
m monitoring



What are 'ad hoc specific' attack types?

Equipment No obvious ‘line of defence’; side channel attacks
Battery ‘Sleep deprivation torture’ [Stajano2002]
Radio Jamming
DLC Attacks on MAC, MAC address -
RoLire Nonfrastructure support; no clear line of defense 5
. E
-
®
7
L
Transport Congestion control s
L
Application Attacks on key distribution and trust management;

attacks on ‘content” when content is used for
forwarding decisions, data aggregation

I
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